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Abstract— This paper presents two calibration schemes to
correct the stage gain error in analog-to-digital converters. The
two approaches target different scenarios, either better calibra-
tion accuracy or less digital overhead. First, we optimize the
gain calculation scheme in the conventional code statistics-based
approach, which improves the calibration accuracy. Moreover,
we introduce a missing-code-detected calibration that replaces
the calculation of the gain coefficient by counting and multiplying
the number of missing codes in the digital domain, which
significantly simplifies the digital implementation. To eliminate
the calibration dependence on the input signal, we implement
a testing signal generation on-chip. We also compare these
calibration schemes with the requirements of the input signal,
the calibration accuracy, as well as the hardware overhead based
on a mathematical model with behavior simulations. Both con-
cepts were verified in an 11-bit 80-MS/s successive approximation
register with a bridge digital-to-analog converter fabricated in a
65-nm CMOS.

Index Terms— Bridge digital-to-analog converter (DAC), gain
error calibration, successive approximation register (SAR)
analog-to-digital converters (ADCs), testing signal genera-
tion (TSG).

I. INTRODUCTION

SUCCESSIVE approximation register analog-to-digital
converters (SAR ADCs) [1]–[3] rely on the capacitive

digital-to-analog converter (DAC) array to perform binary-
searched feedback. By employing the binary-weighted DAC
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with increased resolution (>12 bit), it imposes that the
capacitor matching rather than noise will dominate the per-
formance, as the noise-optimized design dictates that the unit
capacitance is too small to fulfill the required matching. The
bridge DAC [1], [4] is one of the prevalent structures that can
circumvent this problem. By inserting an attenuation capacitor
Ca between the most significant bit (MSB)- and the least sig-
nificant bit (LSB)-array, the total capacitive units of the DAC
can be significantly reduced. The bridge DAC has less total
unit capacitors when compared with the binary-weighted DAC
under the same sampling capacitance for the kT/C noise, e.g.,
we design a total capacitance of 1.2 pF is designed according
to 12-b kT/C noise under a 1.2 Vp−p full scale. By using
the advanced switching approaches [5], [6], we only need an
11-bit DAC to quantize 12 bit. A binary-weighted structure has
a total number of 2048 units, while the bridge DAC obtains
a minimum of 97 units by implementing a 6 and 5 bit in
the MSB- and the LSB-array, respectively. Therefore, the unit
capacitance for bridge DAC can be designed 32× larger
than its counterpart, leading to better unit element matching.
However, the required matching in the binary DAC and the
bridge DAC is 0.55% and 0.1%, respectively, canceling out the√

32× unit element matching benefit of the bridge DAC due
to its more stringent matching requirement. Thus, the purpose
of using the bridge DAC is that it can simplify the implemen-
tation and reduce the interconnection, thus leading to lower
parasitics for high-speed implementation. However, the key
design limitation of the bridge DAC is that the mismatch
of Ca and the inner node parasitics introduce a gain error
between the reference voltages in the MSB- and the LSB-array.
The error pattern exhibited by the ADC’s output characteristic
is identical to the stage gain error in a two-stage ADC.
Previous research has investigated such problems and tried
to overcome them either in the analog [7]–[9] or in the digital
domain [10]–[16]. The analog-based calibrations compensate
for the error by utilizing an additional capacitive DAC, where
the error measurement is sensitive to the comparator offset
and noise. Suppressing them to a lower level usually causes
increased analog circuit complexity. Motivated by the benefits
of technology scaling, the digitally assisted solutions exhibit
much better power efficiency in high-speed implementations.
The correlation-based [11], [12], [15] and the code statistics-
based [13], [14], [16] schemes estimate and compensate
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Fig. 1. (a) N -bit bridge structure DAC containing K -bit MSB- and I -bit LSB-array (K + I = N). (b) Nonlinearity introduced by the bridge DAC can be
modeled as a stage gain error in a two-stage ADC.

the nonlinearity in the digital domain, requiring less mod-
ification of the analog circuitry, while the error estimation
based on a large amount of data increase the converging
time.

This paper reports two calibration schemes for gain error
correction, which are applicable in either SAR ADCs using a
bridge DAC or other two-stage architectures. The two schemes
aim for different design targets. The algorithm of the code
statistics-based [10], [13] scheme is optimized to suppress the
differential-nonlinearity (DNL) error to within ±0.5 LSBs.
While the missing-code-detected (MCD) scheme [14] trans-
forms the gain error calculation derived from the code sta-
tistics measurement to a simple missing-code count, which
requires the data recording only from two adjacent samples,
and thus significantly reducing the digital overhead. The
design tradeoffs of the two schemes are discussed in detail
with behavior simulations and measurement verifications in
an 11-bit, 80-MS/s SAR ADC. The two schemes demon-
strate their corresponding advantages in different aspects.
Moreover, to remove the dependence on the input signal,
we present a testing signal generator (TSG) and analyze its
design considerations. The measurement results show that the
signal-to-noise ratio (SNR) can be improved by ∼6 dB from
57.3 to 63 dB.

This paper is organized as follows. Section II introduces
the error characteristics of a SAR ADC using the bridge
DAC. It reports the accuracy limitation in the conventional
code density-based scheme [10], [13] and its optimized ver-
sion in Section III. Section IV presents the proposed MCD
calibration [14] and its comparison with the code density-
based schemes. Section V includes the circuit implemen-
tation of the TSG and its accuracy considerations under
process variation and device mismatch. Finally, Section VI
exhibits the measurement results and Section VII presents the
conclusion.

II. GAIN ERROR IN SAR ADC USING BRIDGE DAC

When a bridge DAC [Fig. 1(a)] structure is used in a SAR
ADC, the conversion can be modeled as a two-stage operation
with a unity stage gain, where the MSB- and the LSB-array
resolve the fine K - and I -bit, respectively. In this analysis,
we ignore the overall gain error caused by the parasitics CPA
and CPB. The output voltage Vout from the DAC can be

simplified as [14]

Vout ≈ 1

δ

⎛
⎜⎜⎜⎜⎜⎝

2I C + CPB + Ca

Ca

K∑
j=1

2 j−1C Si+ j

︸ ︷︷ ︸
MSB Array

+
I∑

j=1

2 j−1C Sj

︸ ︷︷ ︸
LSB Array

⎞
⎟⎟⎟⎟⎟⎠

· Vref (1)

δ = (2I + 2K − 1)C + 2I+K C2/Ca (2)

where C and Ca are the unit and the attenuation capacitors,
respectively, and Sj equal to 1 or 0 represents the digital
input. From (1), it can be found that the parasitic CPB and the
mismatch of Ca cause a gain error between two stages, i.e., the
MSB- and the LSB-array. Therefore, in Fig. 1(b), the final
digital output contains a residue error (1−α)eq1) originated by
the gain error between two stages, where α is the actual gain.
If CPB is represented as a γ percentage of the total capac-
itance in the LSB-array (CPB = γ 2I C), we can obtain the
relationship between the coefficient of the MSB-array in (1)
and α as

(1 + γ )2I C + Ca

Ca
= α

2I C + Ca,id

Ca,id
(3)

where Ca,id is the ideal value of the attenuation capacitor.
Thus, α can be derived as

α = 1 + (1 + γ )2I C · Ca,id − 2I C · Ca

2I C · Ca + Ca · Ca,id
. (4)

Fig. 2(a) shows the residues after a K -bit quantizer in the first
stage supposing that we apply a uniformly distributed input
to an N-bit ADC using the bridge DAC. If the numerator
of (4) is larger than 0, implying Ca < (1 + γ ) Ca,id and
accordingly α > 1, the residue from the first stage (αeq1)
saturates the second-stage full scale (VFS,2). The outputs near
the decision boundaries of the first stage are repeated creating
peaks in Fig. 2(b1). Since K -bits are determined in the first
stage, it results in 2K intervals and the width of each segment
is 2I codes. The pattern is systematic; thereby, the following
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Fig. 2. (a1) Residue after K -bit quantizer in MSB-array with α > 1 and
(a2) with α < 1. (b1) Output code histogram and corresponding code density
with α > 1 and (b2) with α < 1.

discussion is based on one segment. We define the density of
the j th code (X D, j ) to be the ratio of its code count (X j ) and
the average count X̄ j that can be expressed as

X D, j = X j

X j
(5)

X j = 1

2I

2I∑
j=1

X j . (6)

Obviously, all uniformly distributed outputs have their density
equal to 1. As mentioned before, there are 2I codes in one
statistic segment; thus; theoretically the sum of the code

density
∑2I

j=1 X D, j is 2I . In the case of α > 1, large peaks
occur at the boundaries of the segment, whose pattern is even
symmetrical.

If Ca is adjusted to a value larger than (1+γ )Ca,id, leading
to α < 1, the residue from the first stage [Fig. 2(a2)] is much
smaller than the VFS,2 resulting in the gaps at the boundaries
of each segment shown in Fig. 2(b2). The peaks cannot be
removed in the digital domain, as the accumulated codes
cannot be separated [10]. Only the error outputs containing
lower code density can be fixed; thereby, Ca is initially
designed to be larger than its ideal value to ensure α < 1.

III. HISTOGRAM-BASED RATIO MISMATCH CALIBRATION

A. Calibration According to Code Density

Histogram-based ratio mismatch (HBRM) calibration
[10], [13] can obtain high accuracy and a large calibration
range. According to [5], the gain error can be corrected as

Dcal,out

= round

⎛
⎝β ∗

K∑
j=1

2I ·2 j−1 B j+I +
I∑

j=1

2 j−1 B j

⎞
⎠ (7)

where B j is the ADC output and β is the gain coefficient.
The first term

∑K
j=1 2I × 2 j−1 B j+I is the output from the

MSB-array. For intuitive understanding, it defines the code
width of each segment (ideal width is 2I codes) and the total

Fig. 3. (a) Code density plot of a 5-bit ADC with ramp input signal.
(b) With nonuniformly distributed input.

number of segments (2K segments in this case) as shown
in Fig. 2(b2). If there is a gain error, the actual code width is
smaller, generating the gaps among each segment. The gain
coefficient β applied to the first term

∑K
j=1 2I × 2 j−1 B j+I

adjusts the code width to fix the gaps. The gain coefficient β
can be calculated as

β =
∑2I

j=1 X D, j

2I
(8)

where the numerator is the measured code width of one
segment calculated by the cumulative sum of the code density.
In practice, the gain estimation based on code density requires
a large computational effort, so the calculation of X D, j can
be simplified to

{
if, X D, j ≥ 0.5 → X D, j = 1

otherwise, X D, j = X D, j
(9)

where we add a decision threshold of 0.5. If X D, j is not
smaller than 0.5 implying the output has no error, we set its
code density to 1. Otherwise, it is determined as an error code,
whose density of 0 ≤ X D, j < 0.5 will be accumulated to the
numerator of (8).

The HBRM calibration has the input constraint. The accu-
racy of the code density-based calibration depends highly on
the type of the input signal, and it may fail if the input
signal is nonuniformly distributed. The behavior simulations
are performed in a 5-bit SAR ADC with a (2+2) bridge DAC
and the ADC is otherwise ideal. Ca is enlarged 2.35× and γ is
set to 0; thereby, the gain factor α calculated according to (4)
should be equal to 0.57. The output characteristic is expected
to have 22 periodic segments and each one should contain
23 codes. In Fig. 3(a), the gain factor estimated according
to (8) and (9) is 0.59, where the deviation from the theoretical
value is due to the limited accuracy of the HBRM scheme.
However, in Fig. 3(b), β calculated from different segments is
quite different suggesting that the calibration accuracy depends
highly on the type of input signal.

B. Proposed Optimized Code-Density Estimation

The error can be fixed by applying the estimated gain
coefficient as discussed earlier, and by combining (7) and (8),
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Fig. 4. (a) Code density of 5-bit ADC output before HBRM calibration. (b) After conventional HBRM calibration. (c) After OHBRM calibration.

we can obtain

Dcal,out = round

⎛
⎝

2I∑
j=1

X D, j ·
K∑

j=1

2 j−1 B j+I +
I∑

j=1

2 j−1 B j

⎞
⎠

(10)

where the original segment width 2I in (7) is modified to∑2I

j=1 X D, j representing the measured code width. Rounding
the overall output is not accurate enough, as illustrated in the
case in Fig. 4, the missing codes can be removed after HBRM
calibration while the DNL is still large. This occurs because
the round operation leads to a nonuniform adjustment of
segment width, e.g., we adjust the width of the first and second
segment to four while the third is five. In addition, the errors
are code dependent which need to be quantified in many
cases. This can be avoided by performing the round operation
to

∑2I

j=1 X D, j rather than the overall output, which can be
expressed as

Dcal,out_opt = round

⎛
⎝

2I∑
j=1

X D, j

⎞
⎠

·
K∑

j=1

2 j−1 B j+I +
I∑

j=1

2 j−1 B j . (11)

As X D,err is a decimal number, the accuracy rounding
off the measured code width depends only on X D,err, which
affects the segment width after calibration. If we process the
raw outputs according to (11), it can guarantee the DNL
<±0.5 LSB. Since now the adjustment of segment width
becomes uniform, the DNL after calibration can be quantified
by four cases illustrated in Table I. As mentioned before,
each segment contains two identical error codes, which will
be summed together through the calculation in (11). There-
fore, the actual rounding is performed in 2X D,err. The width
adjustment varies under different values of X D,err, resulting
in different DNL patterns in Table I, which are all suppressed
within ±0.5 LSBs. Fig. 4(c) shows the calibrated output of the
previous 5-bit ADC by using the optimized HBRM (OHBRM)
approach, which corresponds to the X D,err range of (0, 0.25)

TABLE I

OUTPUT CODE HISTOGRAM AFTER ROUND OPERATION

UNDER A DIFFERENT X D,err

in Table I. It can be concluded that the OHBRM scheme
can obtain better accuracy; the tradeoff it imposes is that
the code statistics and processing require large memory and
computational effort. If it is implemented on chip, its digital
overhead would be significant. To simplify the algorithm and
the implementation on chip, we propose an MCD scheme
in Section IV.

IV. MISSING-CODE-DETECTED GAIN

ERROR CALIBRATION

A. Missing-Code Detected Algorithm

The proposed MCD calibration [14] estimates β by count-
ing the number of missing codes instead of code statis-
tics, which can significantly simplify the implementation of
the calibration circuitry. In the MCD scheme, the defined
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Fig. 5. (a) Transfer characteristic of the ADC containing the transition errors
caused by the bridge DAC. (b) Flowchart of MCD calibration.

X D, j becomes
{

if X D, j > 0 → X D, j = 1

otherwise, X D, j = 0
(12)

where the code density larger than 0 will be counted as 1.
This is the key difference between the MCD calibration and
the code density-based calibration, where the X D, j less than
0.5 will be enlarged to 1 in the MCD scheme. By sacrificing
some of the calibration accuracies, (8) can be simplified to

β = 2I − Nmc

2I
(13)

where Nmc is the number of inherent missing codes in one
segment (2I codes). The missing code can be easily detected
in the digital domain. Fig. 5(a) shows that the ADC’s output
transfer characteristic has the large step which occurs at the
boundaries of each segment and can be easily sensed in the
digital domain by applying a slow ramp or staircase input
signal. In this design, we generate a staircase testing-signal
on chip for error detection whose resolution needs to be
higher than the ADC itself. Since the testing signal is only
required to cover a small range of 2I codes (∼18.75 mV in
this design), its implementation draws less design difficulty.
Fig. 5(b) illustrates the flowchart of the calibration. To guar-
antee the calibration range covering 2I codes, the input is
swept by 192 steps. The register saves the output of two
adjacent samples Dout[n−1] and Dout[n], whose difference
implies the number of missing codes when their difference
is larger than 2. Fig. 5(a) displays the missing codes that
occur periodically, implying detection in only one segment.
Considering the missing codes may occur due to the noise,
the detection threshold is set to 2. To further improve the
calibration accuracy, we use the average value of N̄mc by
repeating the above-mentioned operation n× (in this design,
n = 8). We combine (7) and (13) to obtain the final

Fig. 6. (a) Code histogram after OHBRM calibration with a uniform input
signal. (b) After MCD calibration.

expression as

Dcal,out =
2I+K∑
j=1

2 j−1 B j + round(N mc)

K∑
j=1

2 j−1 B j . (14)

It is worth noting that (14) does not contain the β term
implying the omission of β calculation. The MCD scheme
simplifies the algorithm requiring only a multiply function
between the N̄mc and the output codes from the MSB-array.

B. Algorithm Comparisons

From the input constraint point of view, the MCD scheme
is more relaxed than the code density-based approaches.
The MCD calibration only requires the input to be con-
tinuous in certain error detection range (2I codes) rather
than being uniformly distributed. To verify this, we use the
MCD scheme to process the 5-bit ADC outputs of Fig. 3(b)
where the estimated value of β is 0.75 and the corresponding
signal-to-noise-distortion ratio (SNDR) after calibration can
be improved by ∼4 dB from 20.6 to 24.9 dB. However,
the OHBRM fails to estimate the gain coefficient under the
same input signal, resulting in an SNDR of 20.1 dB. Thus,
the MCD scheme relaxes the input constraint of the input
signal. The code histogram with the outputs in Fig. 3(a) after
OHBRM and MCD calibrations as shown in Fig. 6(a) and (b),
respectively. Both schemes remove the missing codes, while
as expected due to limited accuracy the outputs from MCD
calibration contain |DNL| > 0.5 LSBs. This is because the
error code density X D,err < 0.5 is set to 1 in (12), but it
still guarantees a |DNL| error less than 1 LSB. To verify
the effectiveness of the calibrations, we performed behavioral
simulations modeling the conversion nonlinearities in a 12-bit
SAR ADC built with a (7b + 4b) bridge DAC. The values
of the unit capacitors are Gaussian random variables with
a standard deviation of σ (�C/C = 0.1%). As discussed
in Section III-B, the final calibration accuracy depends on
how the inherent error X D,err is processed. We compare the
accuracy of three schemes through sweeping the value of
X D,err. Ca is set as 20/16 C (25% larger than the ideal value)
generating a gap width of four missing codes. By varying
γ from 0% to 7%, it can correspondingly adjust the X D,err
from 0.1 to 0.9. Fig. 7(a) shows the average SNDR versus
X D,err from 100 Monte Carlo (MC) simulations. The OHBRM
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Fig. 7. (a) SNDR versus X D,err before and after calibrations under three
calibration schemes without noise and (b) with noise.

calibration is expected to achieve the best accuracy when the
X D,err is smaller than 0.5, because, according to (9), the error
code threshold is set at 0.5, and when X D,err ≥ 0.5 the
calculation of the gain factor in (8) and (13) will result in
the same value. In practice, if the SNDR is dominated by
other circuit nonidealities, e.g., noise from kT/C, comparator,
clock jitter, and reference error due to switching transient,
the three schemes will have the similar results. To model
the cases, we include the comparator noise in the simulations
of Fig. 7(b). The σ standard deviation of the comparator noise
voltage is set as �/2 (� is the LSB of the ADC). Since the
noise dominates the SNDR after calibration, three approaches
show less than 1 dB difference from the SNDR, but the finite
calibration accuracy can be demonstrated in the DNL plot.
Fig. 8 depicts the corresponding DNL at X D,err = 0.2. Before
calibration, the DNL contains a large number of missing codes.
Comparing the result after three calibrations, the OHBRM
achieves the highest improvement and its DNL is well within
±0.5 LSBs. The conventional HBRM and MCD schemes
exhibit the similar levels of accuracy. Table II summarizes the
three calibration approaches. Depending on different targeted
specifications, the proposed MCD and the OHBRM scheme
provide a design option either for low area cost or better
accuracy.

V. CIRCUIT IMPLEMENTATION

A. Overall ADC Architecture

We implemented the proposed MCD calibration in an
11-bit SAR ADC operating at 80-MS/s [14] with the overall

Fig. 8. (a) DNL before and after opt. HBRM calibration. (b) After HBRM
calibration. (c) After MCD calibration.

TABLE II

COMPARISON OF THREE CALIBRATIONS

architecture shown in Fig. 9, which comprises a bridge DAC
array, a comparator, a SAR controller, a TSG, and a calibration
block. The SAR logic controls the DAC to perform the
binary-searched feedback to the input signal, where we used
the Vcm-based switching [5] for better conversion linearity.
Once the MCD calibration is activated, the input signal is
reconfigured to a staircase-type signal generated by the TSG
to search for the number of missing codes, suspending the
normal sampling operation of the DAC. After averaging the
results, we obtain N̄mc and store it in the calibration block;
the ADC resumes its normal sampling. The raw digital output
is processed by the calibration block to fix the error before the
final output. One extra bit is resolved during the calibration
to further suppress the quantization error and enhance the
calibration accuracy. The MCD is based on 12-bit outputs,
while the final ADC output is 11 bit.



WANG et al.: GAIN ERROR CALIBRATIONS FOR TWO-STEP ADCs 2285

Fig. 9. Overall ADC architecture.

Fig. 10. (a) Architecture of the DAC and the TSG. (b) Timing diagram of
the control clocks. (c) Top-plate voltage of the DAC array versus time.

We implemented an 11-bit bridge DAC where the
attenuation capacitor Ca divides the capacitor array into
(7-bit) MSB- and (4-bit) LSB-array. The unit capacitor is
5.68 fF resulting in the equivalent sampling capacitance
of 727 fF. Ca is enlarged by 1.45× (8.78 fF) from its ideal
value for the purpose of covering 45% of CPB variation.

B. Proposed Testing Digital Generator

In this design, the MSB- and LSB-array quantizes
7 and 5 bit, respectively, accordingly the range of the TSG
covers at least 25 codes which is 18.75 mV with a full scale
of 2.4 Vp−p. Fig. 10(a) shows the TSG circuit [14], which
uses a simple pMOS transistor at the top plate of the DAC
working as a charge pump. According to the timing diagram
shown in Fig. 10(b), before calibration, the input signal is
sampled at the bottom plate of the DAC. Once the calibration is
triggered (Cal_En = 1), the bottom-plate switches connecting
to Vin are disabled. At the first sampling phase, both DAC top
and bottom plates are reset to Vcm, after that the sampled signal
is quantized normally. In the next sampling, the DAC top

Fig. 11. (a) Histogram plot of Vstep from 1000× MC-Process simulations.
(b) Number of steps from the TSG versus its corresponding output voltage
obtained at the DAC top-plate.

Fig. 12. Block diagram of the MCD calibration.

Fig. 13. Die microphotograph of the ADC and calibration block.

plate stops being reset to Vcm while the charge-pump circuit
is activated, which generates a small voltage step above the
previously sampled value. The transition level of φc2 is from
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Fig. 14. Measured FFT at dc input (decimated by 25). (a) Before and after
MCD Calibration. (b) Before and after OHBRM calibration.

Fig. 15. Measured FFT at Nyquist input (decimated by 25). (a) Before and
after MCD Calibration. (b) Before and after OHBRM calibration.

Fig. 16. Dynamic performance of the SAR ADC with and without two
calibration schemes for different input frequencies.

Vdd to Vcm and by enabling the current source device for a
short duration tc(150 ps), the voltage step can be controlled to
be sufficiently smaller than 1/2 LSB. According to 100 runs

Fig. 17. Measured static performance. (a) Before and after MCD calibration.
(b) Before and after OHBRM calibration.

of the MC process and mismatch simulation at 27 °C, the 3σ
step size variation is around 32% with a mean of 158 μV.
It guarantees that the minimum step size approximates
0.2 LSB under the 12-bit resolution, as illustrated in Fig. 11(a).
Once the conversion is completed the bottom-plate switches
are reset restoring the DAC output to its sampled value before
the next incoming sampling. Consequently, the charge-pump
circuit generates a staircase testing signal. As the DAC output
increase shown in Fig. 10(c), VDS of the current source
decreases, leading to the reduction of the voltage step. How-
ever, this is not problematic as the testing signal does not need
a good linearity and its voltage step lower than 1/2 LSB is
enough to sense the missing codes. Under process variations,
the TSG range is guaranteed to be larger than 18.75 mV
corresponding to 2I code width. As shown in Fig. 11(b),
the TSG runs for 192 cycles that cover at least 18.75 mV
under a minimum step size. The gain error estimation is based
on 12-bit outputs, while the final ADC output is 11 bit.
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TABLE III

SUMMARY OF PERFORMANCE AND BENCHMARK

C. Calibration Digital Block
Fig. 12 shows the block diagram of the MCD calibration.

The Cal_En signal activates the TSG and disables the normal
sampling in the ADC. The data processing block consists of
several registers and arithmetic units. The registers store two
adjacent outputs (D[n] and D[n−1]) and pass them to the
subtractor to check whether the difference �D is larger than 2.
Considering that the noise may affect the conversion accuracy
the detection threshold is set to 2. If it senses �D > 2, the TSG
is reset and the number of missing codes Nmc = �D − 1 will
be stored. To average the noise, this operation repeats eight
times. Once the counter arrives at 8, the calibration stops and
the ADC resumes its normal sampling. Only the algorithm
units designed to realize the function of (14) keep working,
which consume 0.12 mW from the 1.2-V supply operating
at 80 MHz. The total gate count to implement the MCD
calibration is ∼0.5 K occupying an area of 0.004 mm2.

VI. MEASUREMENT RESULTS

Since the MCD calibration consumes less digital overhead,
it was implemented on chip in an 11-bit, 80-MS/s SAR ADC
in 65-nm CMOS with metal–oxide–metal capacitors. The
OHBRM approach was verified off-chip. Fig. 13 shows the
die microphotograph; the active area is 0.015 mm2 including
the calibration. Fig. 14 shows the measured fast Fourier
transformation (FFT) without and with the two proposed
calibrations at a dc input under a sampling rate of 80 MS/s.
The spurs are widely spread over the spectrum, limiting
the SNDR to 57.1 dB due to the gain error between the

MSB- and LSB-array. After calibrations, the spurs are sup-
pressed, and the two schemes result in a similar SNDR
of ∼62.7 dB. As discussed in Section IV-B, if the conver-
sion is limited by other circuit nonidealities, the dynamic
performance of the two calibrations will be similar. In this
design, the switching noise and DAC mismatch limit the SNR
to ∼63 dB. The SNDR drops by 1.6 dB at a Nyquist input
frequency as shown in Fig. 15. The spurious-free dynamic
range is slightly improved by ≈1 dB, which is limited by
the third harmonic caused by the DAC mismatches dominate
over others. Fig. 16 shows the measured dynamic performance
before and after calibrations where the SNDR remains above
60 dB up to a 59-MHz input frequency. The measured SNDR
with OHBRM and MCD are similar, which matches the
behavior simulation results of Section IV-B. Fig. 17 shows the
measured static performance before and after two calibrations.
The value of Ca is enlarged by 1.45× from its ideal value,
which can theoretically compensate a γ of 45%. As the final
ADC output is 11 bit, the code width of one segment is 24

codes. According to postlayout simulations, it is expected that
there are three missing codes persegment, while due to process
and mismatch the measured DNL contains a maximum of two
missing codes. They are all removed after two calibrations.
The accuracy difference between the two schemes can be
demonstrated in the static measurement. The DNL and integral
nonlinearity after the MCD calibration can be improved to
0.39/−0.55 and 0.67/−0.9 LSBs, respectively, while there
are some residue errors still remaining near −0.5 LSBs
persegment. In Fig. 17(b), those residue spurs are all sup-
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pressed below −0.28 LSBs verifying the accuracy advantage
of the OHBRM scheme. The total power consumption is
1.4 mW at 80 MS/s from a 1.2 V supply, where the analog
and digital blocks (including calibration) consume 660 and
740 μW, respectively, leading to a figure-of-Merit (FoM) of
20 fJ/conv.-step at Nyquist input. Table III summarizes and
compares the overall measured performance with the state-
of-the-art SAR-type ADCs with similar specifications. The
estimated gate count of OHBRM is ∼5k, which is much
larger than the gate count obtained with the MCD algorithm.
However, OHBRM is performed off-chip its area and digital
power from calibration are not included in Table III. This paper
with the MCD scheme exhibits an overall comparable FoM
targeting high-conversion accuracy with the on-chip DAC error
calibration.

VII. CONCLUSION

This paper discussed the conversion nonlinearity in a SAR
ADC caused by the gain error in a bridge DAC. Its error
characteristic is identical to the stage gain error in a two-stage
ADC. Two schemes designated by OHBRM and MCD have
been proposed, and their design considerations and limitations
are analyzed. The OHBRM scheme achieves higher accu-
racy guaranteeing the DNL is within ±0.5 LSB while the
tradeoff implies more digital overhead for code statistics. The
MCD calibration slightly sacrifices the accuracy leading to
significant hardware reduction due to the simplification of the
algorithm. Implemented on chip, a TSG with low complexity,
and good robustness remove the input constraint in both
schemes.
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