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Abstract—Analog-to-information converters (AICs) take ad-
vantage of the limited information bandwidth in high-frequency
signals to improve the energy efficiency of front-end data con-
verters. High-resolution image sensors often convey limited infor-
mation due to the spatial redundancy between neighboring pixels.
This paper proposes a mixed-signal AIC which compresses each
nonoverlapping 4 × 4 pixel block in a 816 × 640 pixel prototype
active-pixel sensor (APS) imager. It combines an energy-efficient
charge-pump bit-image processor (BIP) with an area-efficient
successive-approximation-register-single-slope (SAR-SS) hybrid
analog-to-digital converter (ADC) via a charge-transfer-amplifier
(CTA). The AIC is fully dynamic and consumes no static power.
The ADC’s capacitor array doubles as a computational device for
parts of the compression algorithm which reduces its sampling
rate by a factor of four. The compressed data contains direct edge
information and can be decoded by a very simple receiver. The
fabricated prototype consumes 12 pJ per pixel at 111 fps in the
image compression mode and 48 pJ per pixel at 28.7 fps in raw
data mode (9 b per pixel) under the same clock rate. To the best
of our knowledge, this is the most energy-efficient compressive
CMOS image sensor ever reported in the literature, thanks to the
proposed AIC.

Index Terms—Analog-to-information converter (AIC), charge
transfer amplifier, CMOS image sensor, compressive sensing,
image compression, SAR ADC.

I. INTRODUCTION

E MERGING imaging applications such as wireless
multimedia sensor networks (WMSNs) [1], [2], retinal

prosthesis [3], [4], and disposable sensors [5], [6] are presenting
new demands on CMOS image sensor (CIS) design in terms
of power consumption, bandwidth, memory size, cost, and
processing capability [7]. This is especially acute in modern
high-resolution sensors. The bandwidth problem can be partly
solved by adding a dedicated digital signal processor (DSP) to
compress the visual data, but this approach is computationally
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Fig. 1. Information bandwidth for different signal pipeline designs. (a) Com-
press after storage. (b) Compress before storage (c) Compress before ADC.

intense and therefore introduces significant power, area, and
thermal overhead [8]–[10]. State-of-the-art DSPs using com-
mercial algorithms such as the industry standard JPEG codecs
[11] based on discrete cosine transform (DCT) or discrete
wavelet transform (DWT) can have power consumptions of
the same order as the image sensor itself [12]–[14]. The ineffi-
ciency of this conventional approach is largely due to the way
data are compressed after quantization and storage Fig. 1(a).
The image data are sampled and written to memory at Nyquist
rate, therefore all circuit blocks—digital and analog—must
operate at the full rate with high power consumption up to
the DSP where data compression occurs. This architecture has
been ubiquitously favored in the past because it allows for the
greatest level of modularity [15], [16].
Some recent efforts have investigated the possibility of com-

pressing the image before it is stored [Fig. 1(b)], thereby re-
ducing the memory size. While the image is still sampled at
full rate, the quantizer only presents compressed representations
of the data to the memory module, so the raw data are never
stored digitally. In practice, this architecture is limited to linear
prediction algorithms [17]–[20] and applications with temporal
redundancy [21]–[23]. The analog-to-digital converter (ADC)
needs to either be arbitrated faster than the Nyquist rate or be
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implemented in a pixel parallel fashion leading to low spatial
resolution.
The most aggressive approach to designing an efficient image

sensor is to integrate image compression at or before the point
of quantization [Fig. 1(c)], so the sensor output can be sampled
at sub-Nyquist rates. Earlier purely analog attempts [24], [25]
required either special devices [26] or large circuits [27] which
lead to high cost and low spatial resolution. They are also diffi-
cult to scale in advanced CMOS technologies. Consequently,
more recent implementations have favored integrating image
compression with the ADCwhich resembles an analog-to-infor-
mation converter (AIC). AIC enables a high-frequency signal
to be sampled at sub-Nyquist rates [28] when the intrinsic in-
formation rate is lower than the signal bandwidth. A number of
AICs have been demonstrated in biomedical, radio-frequency,
and signal processing applications [29]–[31]. In image sensors,
the AIC concept can be realized by algorithmic modula-
tors performing analog matrix operations [32]. Systems based
on the Haar wavelet [32] and compressive sensing [33]–[35]
have been demonstrated with good compression ratio and peak-
signal-to-noise ratio (PSNR). However, these transform-domain
methods require complex decoders, especially for compressive
sensing. This additional power consumption in the receiver is
an important consideration for WMSN and biomedical implant
applications.
In this paper, a column-parallel AIC based on visual pattern

image coding (VPIC) [36] is proposed for the first time [37].
When compared with DCT, DWT, and vector quantization (VQ)
algorithm classes, VPIC has the advantage of not requiring
any matrix operations. This is important when considering
mixed-signal implementations and receiver design. For ex-
ample, the VPIC decoder can be implemented by a simple 3 3
averaging filter. The cost of this simplicity comes in VPIC’s
higher bit rate (1 bit-per-pixel) and limited image quality [38],
but these drawbacks may not matter in applications intended for
image interpretation. Unlike transform-domain algorithms such
as DCT, DWT, and VQ, where spatial information is abstracted
into transform-domain basis, VPIC output contains direct edge
and intensity information of the image. In this sense, VPIC
can be thought of as an intermediate processing step between a
raster image and its symbolic interpretation [39].
The proposed AIC circuit is prototyped in a high-resolution

image sensor fabricated using a cost-competitive standard
CMOS process. It has a new type of charge-transfer-amplifier
(CTA) which integrates a charge-pump bit-image processor
(BIP) with a successive-approximation-register-single-slope
(SAR-SS) hybrid ADC, making the prototype sensor fully
dynamic. The energy efficient charge-pump BIP is made robust
against parasitic capacitance by the proposed circuit techniques.
The SAR-SS ADC’s capacitor array is exploited to provide
additional functionalities both as a load for the CTA and as
a computational device to perform parts of the compression
algorithm. The proposed algorithm reduces the ADC sampling
rate by a factor of four, leading to an approximately fourfold
improvement in both energy consumption per pixel and pixel
throughput. These figures are among the best in the literature,

Fig. 2. Components used in the image compression algorithm.

Fig. 3. Block diagram of the image sensor chip.

and the measured PSNR is comparable to designs based on
transform-domain methods [38].
The remainder of this paper is structured as follows. The re-

vised VPIC algorithm and the overall image sensor architecture
are introduced in Section II. The circuit implementation of the
key building blocks in the AIC is elaborated on in Section III.
Measurement results are discussed in Section IV before making
final remarks in Section V.

II. ALGORITHM AND SYSTEM

A. Revised Visual Pattern Image Coding

The proposed algorithm is a circuit-friendly implementation
of the VPIC [36]. Modifications are made to the original VPIC
algorithm to facilitate ADC integration. A variant of the pro-
posed algorithm is presented in [38]. It had good image quality
(approximately 30 dB PSNR) at very low computational com-
plexity. The basic components of this algorithm are illustrated
in Fig. 2. A version suitable for active-pixel sensor (APS) im-
plementation is described below.
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Fig. 4. Column circuit: from pixel to AIC.

For an pixel image, where a pixel at position
has value , the following quadrant values are computed
for 4 4 nonoverlapping blocks:

(1)

(2)

(3)

(4)

A larger block size would yield greater improvements in cir-
cuit power consumption and speed because the compression
overhead will be shared between more pixels, but the block
size of 4 4 has been shown to yield the optimal tradeoff be-
tween compression ratio and image quality [36]. The quadrant
values , , , and from (1)–(4) are well suited for
mixed-signal implementation because they can be easily com-
puted via capacitor charge-sharing.
The mean and gradient of this 4 4 pixel block (illus-

trated in Fig. 2 is defined as

(5)

(6)

and the bit-image is quantized by comparing each pixel to the
mean

(7)

If the gradient is less than a certain , this 4 4
pixel block is regarded as a uniform pattern (UP) and only the
mean is sent in bit resolution; otherwise, it is an edge
block (EP) and the mean (in bit resolution), the gradient
(in bit resolution), and the bit-image are all sent. This

compressed representation contains both edge information and
decimated image intensity information. The edge orientation is
readily obtained from and its steepness is given by . The
block mean can be passed through further levels of image pro-
cessing or compression. The data rate is already decimated by
a factor of 16 at this point, so subsequent digital processors can
operate with greatly reduced throughput and power consump-
tion. This inherent feature extraction property of VPIC resem-
bles the first layer of a hierarchical neural network [39]. It can
be very useful as a starting point for future image interpreta-
tion systems. The percentage of EP blocks in a natural image is
found to be typically around 10%. The value for
is tuned to satisfy this heuristic observation [38].

if then

UP, send: in bit resolution.

else

EP, send: in bit resolution, in bit resolution,
and in 4 4 bits.

end if

During image capture, only four quadrant values ( , ,
, and ) are quantized by the ADC as opposed to 16 dis-

tinctive pixel values.
At the receiver, an UP block is simply treated as a uniform

image. An EP block is reconstructed by superimposing the
product of and on the 4 4 mean block. The reconstructed
image is then passed through a 3 3 low-pass filter to remove
blocking artifacts.
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if UP then

, ,

else

,
,

end if

B. Image Sensor System

A 816 640 pixel CMOS image sensor (CIS) is designed
to demonstrate the idea of image compression AIC. Its block
diagram is shown in Fig. 3. Each AIC can simultaneously
process four pixel columns and it is multiplexed across two
neighboring groups of four pixel columns ( in
Fig. 4. This avoids an overly large aspect ratio in the cir-
cuit layout; each AIC can be pitched with the width of eight
pixels. The data output from each column is bit-serial. Once
a bit becomes available, the column outputs are multiplexed
onto the 16-bit output data bus (16 columns at a time) by

before processing the next bit.

III. CIRCUIT IMPLEMENTATION

A. Pixel and Column Circuit Interface

The entire column circuit, originating from the pixel, is de-
picted in Fig. 4. The 3T pixel structure is chosen for compact-
ness. An n-diffusion-p-substrate diode under 1.8-V supply is
used as the sensing device. The bit-image processor (BIP) in the
AIC requires the offset error between pixel inputs to be small,
so a charge-transfer amplifier (CTA) is used to implement cor-
related double sampling (CDS). A by-product of configuring
the CTA in the proposed manner is that the ADC sample also
enjoys CDS. Furthermore, the reset switch is syn-
chronized with the CTA so the pixel source-followers do not re-
quire any static current sources and thereby consumes no static
power. In practice, the pixel has a usable integration range of
approximately 0.7 V under a 1.8 V supply due to the threshold
voltage drop across the in-pixel reset and source follower
transistors. In simulation, the dynamic sampling method intro-
duces less than 1.7 mV of nonlinearity error over this integration
range.
The SAR ADC is combined with a single-slope reference to

implement a compact hybrid SAR-SS ADC. The SAR-SS ADC
does not quantize individual pixels when it is operated in com-
pression mode. Instead, it quantizes the quadrant values , ,
, and (1)–(4) two at a time after sampling each two rows

(2 4) of pixels. All four quadrant values from the 4 4 pixel
block are quantized by the ADC before the BIP starts to quan-
tize the bit-image from (7). The ADC and BIP data output is
multiplexed by the switch. The mean and gra-
dient are computed off-chip using the quadrant values and
(5)–(6).

B. Charge Transfer Amplifier

The CTA in Fig. 5(a) is an amplifier with no static bias current
[40]. Its main advantage when compared with a conventional

Fig. 5. Operation of the (a) CTA schematic during: (b) reset, (c) first sample
of the pixel value, and (d) second sample of the pixel reset and am-

plifying their difference.

source-follower circuit is its energy efficiency due to on-demand
current consumption which is especially useful for low-power
applications with variable frame-rate. Its gain is defined by the
ratio between the source capacitor and the output load
capacitor . Consequently, the main disadvantage of the
CTA is that it needs a very large source capacitor to achieve rea-
sonable gain. The proposed CTA configuration in Fig. 5 exploits
the fact that a large capacitor already exists in the SAR ADC. It
stacks the BIP capacitor on top of the SAR ADC capacitor and
charges both through the same current path. This sharing of the
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Fig. 6. Timing control of the AIC in compression mode.

CTA between the BIP and the ADC leads to significant power
savings.
In the reset phase, the pixel output is cleared by the

and switches [Fig. 5(b)], and the load capacitors
selected by is reset by . During the first
sampling phase Fig. 5(c), the pixel voltage is sampled onto
the sampling capacitor . The proposed CTA differs from the
conventional design by allowing the CTA transistor to
be configured in diode connection using the switch
and biasing it with current . The gate voltage , is sam-
pled onto the bootstrap capacitor ; the CTA speed in subse-
quent phases are configured by the size of . A large
will accommodate a large . The SAR ADC’s capacitor array
is reset by the switch. Since can be oper-
ated independently to the sampling process of , it only needs

to turn on long enough for to settle on . Its pulse is very
short (2% of the total time taken to sample and quantize each
4 4 pixel block), as shown in Fig. 6 to save power. There-
fore, the power consumption due to scales with frame-
rate and the CTA can be considered dynamic. In the second
sampling phase [Fig. 5(d)], the pixel is reset, and the differ-
ence between the reset voltage and is sampled onto the
SAR capacitor at . The SAR capacitor is charged by
, so the voltage at is amplified by the capacitor

ratio . In post-layout simulation, this gain
is reduced from 4.07 to 3.23, implying a 26% increase in .
The value of in a group of capacitor cells sharing the same
CTA Fig. 7 is well matched because they share the same par-
asitic capacitance. Variations between CTAs can be minimized
by matching their layout.
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Fig. 7. Schematic of the AIC: bit-image processor (BIP) and reconfigurable SAR-SS ADC.

C. Analog-to-Information Converter

The complete AIC is shown in Fig. 7. The SAR-SS ADC in
the left half of Fig. 7 can be configured to either quantize one
9-bit sample (in raw data mode) or two 8-bit samples (in com-
pression mode) using the same capacitor array. The right half of
Fig. 7 is a capacitive charge-pump circuit which quantizes the
bit-image, .
In the raw data mode, the switch in Fig. 7 is closed

and the pixels are multiplexed by the [3:0] switches.
The SAR-SS ADC quantizes each pixel to 9 b resolution. In
the compression mode, the switch is opened and all

[3:0] switches are closed. Each 2 4 pixel block
is sampled onto the SAR-SS ADC in a row-by-row fashion.
One half of the capacitors is connected during each row readout
to sample the two rows onto independent capacitors. After the
two rows are sampled, each quadrant array will hold four pixel
values. When the capacitor bottom-plates in a quadrant are con-
nected together, the four pixel values are averaged into a single
quadrant mean by charge sharing. This quadrant mean is then
quantized to 8 bits by the SAR-SS ADC. After both quadrant
means from the 2 4 pixel block are quantized, the next 2 4
pixel block is sampled and processed likewise to complete the
4 4 pixel block. This produces the , , , and quad-
rant values. The mean and gradient are computed in a field-
programmable gate array (FPGA) during readout. The control
sequence of the AIC in compression mode is given Fig. 6.

The bit-image is quantized in the BIP’s 16 capacitor cells
Fig. 7. They are sampled by the switch one row (four
pixels) at a time concurrently to the SAR-SS ADC Fig. 8(a).
Once the 4 4 pixel block is sampled, the capacitor cells are
connected in a loop via to calculate the block mean, as
shown in Fig. 8(b). The advantage of connecting the 16 capac-
itor cells in a loop as opposed to a common bus is that the par-
asitics are evenly distributed across the cells and the charge-
sharing error caused by stray capacitance will be minimized. To
obtain the bit-image, each cell is connected to the comparator
in turn by the switch, and the difference between the
stored pixel value and the block mean is charge-pumped onto
the comparator Fig. 8(c). This differential readout ensures the
circuit’s robustness against noise and parasitics.

D. Hybrid SAR-SS ADC

A standard 8-bit SAR ADC needs 256 unit-capacitors in its
digital-to-analog converter (DAC). The subsequent circuit area
would make the AIC impractically large. A SAR-single-slope
(SS) hybrid ADC architecture is proposed in this section to ad-
dress this issue. It resolves the MSBs in a small SAR ADC sec-
tion and quantizes the remaining LSBs using a single-slope (SS)
reference. Not only do the SAR MSB capacitors speed up the
conversion time (5+8 clocks as opposed to 256 clocks) when
compared to a pure SS ADC, it also, as seen earlier, serves
as a computational device for calculating the 2 2 pixel quad-
rant value. The SAR ADC’s simplicity, robustness, and inherent
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Fig. 8. (a) Sample the pixel value. (b) Calculate the 4 4 block mean by charge-sharing. (c) Quantize the pixels to 1 bit against the block mean.

capacitor array makes it a natural fit for the proposed image
compression design. To balance between robustness and com-
pact circuit area, the SS LSB ADC is useful for scaling the ca-
pacitor array down to a reasonable size. The SS ADC uses a
global reference so it introduces less overhead than a split-ca-
pacitor LSB DAC. The operation of this SAR-SS ADC is il-
lustrated in Fig. 9. During sampling, in Fig. 7 is reset to

. It retains this voltage during the SAR phase. Once the
SAR bits are determined in the conventional manner, the SS
reference generator slowly discharges the node of

towards ground while the counter value is decre-
mented from 7 down to 0 over eight clock cycles. This discharge
range is designed to match the step size of the SAR section. The
kick-back compensation capacitor is sized to be the same as

to minimized differential component of the comparator’s
kick-back noise. The DAC output in Fig. 7 always settles
to a value lower than after the last SAR bit, so a bit deci-
sion can be made by the comparator on each falling clock edge
to determine whether has crossed this DAC residual
voltage (see in Fig. 9). The SS registers are continuously
refreshed with the new counter value until this occurs. At the
end of the eight clock cycles, each SS register will hold a 3-bit
timer value corresponding to the quantized residual voltage. The
hybrid SAR-SS ADC output can be calculated by

(8)

where in this implementation. One single-slope refer-
ence generator is shared across all AICs.
The SS ADC bits should normally be read out in par-

allel at the end of the conversion; however, for the reason of
circuit simplicity, it is preferable to output the counter’s con-
tent in a bit-serial fashion consistent with the SAR part. After
examining the sequence of timer values, it is observed that
cannot have any value other than ‘0’ after the fourth clock cycle.
After the sixth clock cycle, can only be ‘0’; similarly, after
the seventh clock cycle, can only be ‘0’. In other words, if
the registers are reset to 0 at the beginning, the last clock cycle
where in a “1” can be written to register is the fourth clock
cycle. Similarly, and cannot change to “1” after the sixth

Fig. 9. Timing diagram of the SAR-SS controller.

and seventh clock cycle, respectively. A multiplexer can take
advantage of this and serially readout the valid bits as is
shown in Fig. 9 while the counter is still counting.

E. Dynamic Comparator

The two comparators in Fig. 7 make a significant contribution
to the AIC’s power consumption. Furthermore, offset errors in
these comparators can affect the image quality. The SAR-SS
ADC’s comparator can tolerate some offset mismatch if it is
compensated by post-readout calibration. The BIP, however,
does not have this luxury because it only generates one bit of
information for each pixel. Its comparator must therefore have
minimal offset error during quantization. The energy efficient
dynamic comparator from [41] is used in the SAR-SS ADC. The
calibrated dynamic comparator from [42] with an offset error of
0.86 mVrms is used in the BIP. This calibrated comparator is
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Fig. 10. Schematic of the dynamic comparator from [42] and its calibration circuit.

Fig. 11. Schematic of the programmable SS ADC reference current source.

shown in Fig. 10. The SAR-SS comparator is identical to Fig. 10
but minus the and calibration cells.

F. SS ADC Current Source

The single-slope reference is generated by discharging a big
capacitor (aggregated from a large number of small capacitors
from each column) with the current source in Fig. 11. Since
the SS LSB ADC quantizes the 3 LSBs, the SAR MSB ADC
in 5-bit or 6-bit mode have step sizes of 56.3 and 28.1 mV,
respectively. This is the output range of the SS
reference. Therefore the current variation induced by the change
in drain-to-source voltage, , at is negligible. A
simple single NMOS current source will suffice. The current
value can be configured by a binary weighted register, [5:0],
which is configured to compensate for different ADC clock
speeds. A redundant weight is included to avoid missing
codes in the programmable current output. All weights are
referenced from a single poly resistor based current reference.

The node is held at (the SAR reference voltage)
until is asserted during the SS quantization phase,
upon which the SAR reference node is slowly
discharged towards ground. Holding at in this way
helps to minimized the charge redistribution error between

and during the turn-on of .

G. Layout and Floor-Planning Considerations

The proposed AIC column circuit measures
642 m 14.8 m. Half of this area is occupied by the
BIP. Its size is constrained by the 16 capacitor cells used
to store and quantize the bit-image. The MIM capacitors
are placed on top of active circuits to save circuit area.
The unit capacitor used in both the BIP and the ADC is a
5 m 5 m (minimum design rule) MIM capacitor with a
typical capacitance of 28 fF. A similar 20-fF MIM capacitor in
TSMC 0.18 m technology has approximately 1% mismatch
standard deviation [43]. A smaller column circuit means more
of them can be placed in parallel to achieve higher frame-rates.
The BIP is sensitive to parasitic capacitance because of its
floating capacitors. The SAR-SS ADC, on the other hand, is
less sensitive to MIM capacitor layout parasitics because the
bottom-plates of its capacitor array are driven by active signals.

IV. MEASUREMENT RESULTS

The prototype image sensor with image compression AIC
is fabricated in Global Foundry 0.18 m mixed-signal CMOS
technology. Its microphotograph is shown in Fig. 12, and its
specifications are summarized in Table I. The image data is
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Fig. 12. Prototype image sensor with image compression AIC.

TABLE I
SUMMARY OF THE PROTOTYPE IMAGE CHIP WITH ADC INTEGRATED

IMAGE COMPRESSION

captured by a field-programmable-gate-array (FPGA) chip. The
reported maximum frame-rate is limited by the FPGA’s clock
speed and universal-serial-bus (USB) throughput capacity. The
sensor’s stand-by power consumption is 1.1 Wwhen its frame-
rate is zero. This confirms its fully dynamic operation.
The proposed SAR-SS ADC cannot be directly accessed

at the column level without affecting the bit-image processor

Fig. 13. (a) DNL and (b) INL of the proposed SAR-SS ADC in 8-bit image
compression mode.

(BIP) because the CTA is sensitive to the input capacitance
of the SAR ADC. The measured differential non-linearity
(DNL) and integral non-linearity (INL) presented in Fig. 13 is
obtained from an independent test structure. The DNL and INL
in compressive imaging mode (8-bit resolution) are
and LSBs, respectively. The SS reference is able
to resolve for resolutions beyond what is available from the
capacitive DAC alone. The large mid-input DNL spike in
Fig. 13(a) is caused by mismatch in the MSB capacitor. When
the MSB capacitor is bigger than the sum of the remaining
capacitors the DAC output becomes saturated until the input
signal is large enough to cause the MSB capacitor to switch.
This step change is evident in the INL errors profile shown
in Fig. 13(b). It can be addressed by adding redundancy and
error-correction to the DAC [44]. Another factor contributing
to the DNL is kick-back noise from the comparator being
coupled into the SS reference capacitor during SS discharge.
The ADC’s ENOB is 6.3 bit when sampling an 11 Hz sinusoid
at 13.2 kSa/s. The ENOB is also limited by the noise across the

compensation capacitor.
The mean and gradient values in (5) and (6) are computed

in an off-chip FPGA device. These computations, along with
additional frame control logic, is expected to add a further
115 W (at 111 fps) of power consumption when implemented
in 0.18- m standard cell library. Their total area is 24571 m .
If this is taken into account, the total power consumption in
image compression mode will become 806 W, out of which
30% 238 W is consumed in the ADC (predominantly)
and pixel array, 27% 218 W in the CTA, 3% 24 W
in the bit-image generator, and 40% in digital circuits. If the
entire image compression is performed digitally, the additional
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Fig. 14. Image captured from prototype chip (a) in compression mode and (b)
in raw data mode. Column offset is calibrated off-chip.

digital circuit power consumption will be 198 W instead of
115 W. Furthermore, the ADC power consumption will have
to quadruple, and a large memory array of 16 8 b must store
the pixel values in each column circuit. If a single transistor
source-follower (SF) is used instead of the proposed CTA, the
SF would need to consume 258 W of power in order to meet
the slew-rate and settling requirements imposed by the ADC
capacitor at the maximum frame-rate, and, even more impor-
tantly, the BIP will require additional buffer circuits which will
have a power consumption on the same order as the SF.
The test images in Figs. 14 and 15 are captured by illumi-

nating a projector film in front of an integrating sphere. The
light intensity, after the attenuation of the film, is adjusted be ap-
proximately 2000 Lux. Images are captured in both compression
mode and raw data mode. Off-chip column offset calibration
is applied in both cases to remove the comparator offset in the
SARADC. The compression mode has worse column fixed-pat-
tern noise (FPN) artifacts due to gain errors in the CTA. The
overall image quality is limited by noisy pixels with low SNR.
A larger pixel area in a dedicated CIS process where PIN diode
is available would help to mitigate this problem. The degrada-
tion in PSNR from raw mode to compression mode is 5 dB. It is
interesting to note that the pepper noise in Fig. 14(b) is absent

Fig. 15. Image of boats parked by lagoon captured from prototype chip (a)
in compression mode and (b) in raw data mode. Column offset is calibrated
off-chip.

in Fig. 14(a) due to the inherent statistical filtering of the com-
pression process. The compressionmode also enjoys a wider dy-
namic range (DR) due to the higher available frame-rate which
extends its DR under bright illumination. DR is defined as the
ratio betweenmaximum andminimum photodiode (PD) voltage
drop over time of bright and dark illuminations, respectively:

(9)

In this implementation, the rolling shutter readout speed is ap-
proximately four times higher in compression mode. For a fixed
available , this shorter results in an increase in DR of
12 dB. The lower end of the reported DR in Table I is limited by
the dark current in the photodiode. This is a device limitation in
the standard process. A more expensive CIS process with dedi-
cated PIN diode can significantly remedy this situation [14]. On
the other hand, certain cost-sensitive applications such as dis-
posable sensors [5], [6] may not require such a high DR, so a
standard process device may be acceptable. In Fig. 15, it can be
seen that, while global DR across the image is good (the boats in
the foreground versus the black mountains in the background),
some details are lost in the local 4 4 image blocks due to com-
pression and FPN.
Table II compares the proposed design against other image

sensors in the literatures with on-chip image compression. The
scalability of the proposed image sensor is evident by it having
the largest pixel array and the second highest pixel throughput
rate (limited by the testing setup) among its peers. It also has the
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TABLE II
COMPARISON OF CMOS IMAGE SENSORS WITH ON-CHIP IMAGE COMPRESSION

lowest energy consumption per pixel. This is the benefit of com-
bining an information efficient AIC architecture together with
energy efficient circuit techniques. The AIC image sensor con-
cept is therefore very suitable for ultra-low-power applications.
The pixel fill-factor reported in Table II is relatively low when
compared with other designs because the chosen pixel pitch is
more than one order of magnitude smaller than most of the ear-
lier works. This is a compromise made in exchange for much
higher image resolution.
Oike and Gamal’s design in [33] uses first-order algorithmic
ADCs similar to [45] to perform compressive sensing by

block-wise random sampling. Its good image quality is con-
tributed by three major factors: the availability of high-perfor-
mance PIN diode at the device level, a pixel that is nine times
bigger, and better gain matching due to the sharing of the same

ADC within a compression block. When compared with
[33], the proposed design is more prone to column FPN between
the CTAs, and it experiences more noise due to the smaller
transistor sizes in the pixel and AIC, all in exchange for an
energy consumption that is 18 dB lower. Furthermore, the
proposed design uses a much simpler decoder, and the com-
pressed data contains direct spatial information which makes
compressed-domain image processing possible. In general, the
imager in [33] and the proposed sensor offer different tradeoffs
and are suitable for different applications.

V. CONCLUSION

This paper detailed a prototype 816 640 pixel AIC image
sensor with real-time image compression. The proposed AIC
utilizes a number of low-power circuit techniques such as fully
dynamic CTA, SAR-SS ADC, and capacitive charge-pump to
achieve the best-in-class energy consumption figures. The mea-
sured results show that the proposed image compression tech-
nique can lead to a fourfold reduction in energy consumption

per pixel and a fourfold improvement in frame-rate at the same
time while the PSNR is only degraded by 5 dB. This makes
the proposed design highly suitable for compact high resolution
imaging applications which require low power consumption and
bandwidth.
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