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Abstract— This paper describes a hardware-efficient feedback
polynomial topology for digital predistortion (DPD) linearization
of power amplifiers. Unlike the existing pruned Volterra- series
DPD linearization that compensates the nonlinearities in parallel,
our topology tailors a feedback memory block, such that the
nonlinearities and memory effects can be constructed separately,
minimizing the running complexity while significantly reducing
the size of the coefficients extractor. Yet, the coefficients of the
feedback memory block cannot be extracted in the direct form.
To surmount it, a design methodology is developed with the aid
of complexity-reduced Volterra-series model. Also, it is known
that the least square estimation can extract the coefficients of
the digital predistorter, but its pseudo-inverse operation between
the inputs and outputs involves heavy matrix multiplications and
division. With a computational complexity of O(N3), the coeffi-
cients extractor could hardly be implemented efficiently in the
field-programmable gate array (FPGA). Here, we propose a
division-free line-searched-based recursive least square algorithm
for adaptive linear and nonlinear coefficient estimation, relaxing
the computational complexity to O(N) and supporting adaptive
estimation in the FPGA. Our DPD experiments demonstrate
both identification and predistortion procedures fully imple-
mented in the FPGA. The measured error vector magnitude
is reduced from 10.1% to <3.2%, and the adjacent channel
leakage ratio (ACLR) is improved from −28.4 to −46.1 dBc, for
a 20-MHz 64-QAM orthogonal frequency division multiplexing
signal. For carrier-aggregation signals, the ACLR is improved
from −35.8 to −45.3 dBc.

Index Terms— Carrier-aggregation, digital predistortion
(DPD), field-programmable gate array (FPGA), identification,
power amplifier (PA), recursive least square (RLS).
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I. INTRODUCTION

MULTICARRIER signals such as orthogonal frequency-
division multiplexing (OFDM) have been extensively

utilized in modern wireless transceivers to enhance the
throughput over a limited frequency resource. Yet, such mod-
ulated signals vary rapidly in time with a non-constant enve-
lope, resulting in a high peak-to-average-power ratio (PAPR).
To enhance the power efficiency of the transmitter path,
it is preferable to operate the power amplifiers (PAs) closer
to the compression region at the expense of certain linear-
ity. Together with the frequency- dependent memory effects
(e.g., impedance variation in the matching network), cost-
effective techniques that can address the asymmetrical spectral
regrowth and error vector magnitude (EVM) are worth to
be explored. Digital predistortion (DPD) is promising as it
can benefit from the high capacity of digital computation in
the baseband. DPDs and joint DPDs have been proposed to
compensate the modulator and PA distortions with or without
memory effects [1]–[21]. Most DPDs involve two procedures:
identification and predistortion. To befit field- programmable
gate array (FPGA) implementation, in the literature only
predistortion is implemented inside the digital baseband,
as the implementation complexity of identification is enlarged
under direct- and indirect-learning algorithms. Comparatively,
the complexity of predistortion is directly related to its basis
construction and the number of coefficients in the models.
The complexity and efficiency of different DPDs and joint
DPDs via the floating point operations (FLOPs) has been
studied in [22]–[24]. Indirect-learning DPDs can accurately
compensate the PA nonlinearities with memory effects; exam-
ples are Wiener model [1], generalized Hammerstein [2]
and pruned Volterra-series [3]–[7]. Different dynamic orders
of the nonlinear memory effect are predistorted with these
models, showing promising performances in handling the PA
nonlinearities and memory effects. Nevertheless, the coeffi-
cients of indirect-learning algorithm can hardly be extracted
adaptively using the general least-square (LS) estimation that
entails matrix multiplications and divisions. The external dig-
ital signal processing unit is required to implement the matrix
division with a large computational complexity and power con-
sumption. Furthermore, LS operation becomes more complex
when more coefficients are included in different models. Thus,
the coefficients extraction could hardly be implemented online
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for resource-limited applications if considering the large array
size. The recent interests are therefore shifted to complexity-
efficient coefficients extraction in the FPGA.

In contrast to the pruned Volterra-based predistortor, the
adaptive direct-learning DPDs have applied the memoryless
model as the basic constructor, compensating the PA nonlin-
earities alone with the look-up-table (LUT) [8]–[10] or poly-
nomial [11]. The memoryless model can be updated adaptively
in real time, as it involves low complexity training that can
be implemented inside the FPGA. Yet, the memory effects
cannot be compensated apparently, as they have to track
the memoryless amplitude-to-amplitude modulation (AM/AM)
and amplitude-to-phase modulation (AM/PM) curve of the
PA. As a result, the asymmetrical spectral regrowth remains
unsolved, and the EVM is just partially compensated with the
memoryless DPD. NARMA-based predistorter compensate the
nonlinearities and memory effect using the multi-LUTs [12],
leaving the memoryless nonlinearities to be compensated by
a LUT. For the nonlinear memory effect, it is compensated
independently with other LUTs to describe different nonlinear
infinite-impulse-response filters in parallel. The DDR-based
predistorter [13] allows a low-cost FPGA realization using the
combination of LUTs and multiplier-reducing technique. The
parameter estimator in [13]–[15] has to be implemented in a
digital signal processor with floating-point calculation, since
the matrix size of the parameter estimator has to be enlarged.
Instead, with the concept of the two-block model, additional
memory effects block could be cascaded to the memoryless
model. Separated coefficients of the FIR filter [16]–[18] can be
trained by a recursive algorithm, to compensate those nonlin-
ear memory effects. The dimension of the nonlinear memory
effects can be determined by combining different pruned
Volterra-series models such as the Hammerstein [14] or mem-
ory polynomial [16]–[18]. Yet, the number of the estimated
coefficients is P × M , where P is the nonlinear order and
M is the memory length. The estimated matrix size of the
recursive least square (RLS) core is [P × M, P × M], which
is still too large to be realized in the FPGA and compatible
to the indirect learning DPDs. Unlike [16]–[18], multiple-
LUT model [19] constructs the memory polynomial with
M-paralleled memoryless polynomials, such that different
LUTs can be estimated adaptively with the least-mean-
square (LMS) algorithm. Only moderate memory effect can
be compensated efficiently, as it is based on the memory
polynomial with low complexity-efficiency [19].

This paper reports an adaptive hardware-efficient feedback
polynomial topology that can compensate the PA nonlinearities
with memory effects. With inheriting the properties of the
complexity-reduced Volterra-series (CRV) model [7], the large
dispersal properties on basis construction of the CRV are also
implemented in our proposed model. Both identification and
predistortion procedures are completed within the same loop,
with a better balance of complexity-efficiency in the FPGA.
Nonlinearities and memory effects are estimated separately to
reduce the size of matrix in the same estimation core. To save
multiplication and division inside the core, the coefficients
are estimated with line-search-based RLS algorithm [25].
Also, no phase-shift adjuster is entailed for estimation and

compensation with the coordinate rotational digital com-
puter (CORDIC) blocks, as this operation is embedded inside
the coefficients after cross-correlation. Nonlinearities, mem-
ory effects and cross-intermodulation, which generate by
the distortions between two OFDM signals with a 20-MHz
spacing, can also be compensated by the proposed DPD,
no matter it is for single- carrier or carrier-aggregation OFDM
signals.

II. PROPOSED ADAPTIVE IDENTIFIER AND PREDISTORTER

This section describes the relationship between the Volterra-
series model and low-pass equivalent feedback topology
model. From the feedback topology model, separated descrip-
tions on the memoryless nonlinearities and nonlinear memory
effects are given. Also, the structure of the predistorter is
addressed.

A. Characteristic of Volterra-Series and Its Pruned Models

The baseband-equivalent Volterra-series model is a general
approach for modeling and compensating PA nonlinearities
and its memory effects [1], [26] with multi-dimensional con-
volutions [1], which is given by

y(n) =
P∑

p=1

M∑

m1=0

M∑

m2=m1

· · ·
M∑

m p=m p−1

M∑

m p+1=0

M∑

m p+2=m p+1

· · ·
M∑

m2p−1=m2p−2

a2p−1
(
m1, m2, · · · , m2p−1

)

×
p∏

q1=1

x
(
n − mq1

) 2p−1∏

q2=p+1

x∗ (
n − mq2

)
(1)

where x(n) and y(n) are the input and output of the PA,
respectively. P is the nonlinear order; M is the considered
memory depth. a2p−1(·) is the pth-order kernel of the Volterra-
series. m p1 and m p2 represent the memory effect of the PA.
The term

∏p
q1=1 x(n − mq1)

∏2p−1
q2=p+1 x∗(n − mq2) represents

the odd-order nonlinearity. Only the harmonics located around
the transmitted center frequency fLO are considered in (1),
the terms |x |2p x are thus remained. However, the number of
coefficients of (1) increases dramatically as the considered
nonlinearities and memory effects increase. Pruned models
have been proposed to reduce the computational complexity
in [2]–[7]. The PA distortions can be characterized through
the AM/AM and AM/PM characteristics of the PA model.
For the memory-related distortions that are the interaction
of nonlinearities and memory effect, they can be observed
from the dispersion on the AM/AM and AM/PM of the
memoryless nonlinearities. In overall, Volterra-series and its
related pruned models [2]–[7] are summarized to share the
same construction. A combination of memoryless nonlin-
earities and memory- related distortions can model the PA
nonlinearities and memory effect, i.e., a memoryless non-
linearity block plus a nonlinear memory block. It can be
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expressed as,

y(n) = G(x(n))+
P∑
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· · ·
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M∑
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×
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x
(
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) 2p−1∏

q2=p+1

x∗ (
n − mq2

)
(2)

where bp(·) is the coefficients of the pruned Volterra-series
model and the first term G(x) is the memoryless nonlinear
model, which can be expressed as,

G (x (n)) =
P∑

p=1

cpx(n) |x(n)|p−1 . (3)

where cp is the coefficients of the memoryless poly-
nomial. The second term

∑P
p=1

∑M
m=1 b2p−1(m1, m2, . . . ,

m2p−1)
∏p

l=1 x (n − ml)
∏2p−1

l=p+1 x∗ (n − ml) represents the
interaction between the nonlinearities and memory effects
under different basis construction. Different dynamic order
and nonlinear memory effects are involved in different pruning
techniques to describe the nonlinear memory. The complexity-
efficiency tradeoff can be addressed by the disposal property
on basis construction [23]. Most existing structures involve
heavy efforts to estimate the interaction between the nonlinear-
ities and memory effect with building the basis constructions
in parallel; this increases not only the running complexity, but
also the size of the estimating matrix [3]–[7].

B. Proposed Feedback Topology Predistorter - fCRV

Under limited multipliers, the memoryless predistorter can
compensate the PA nonlinearities alone. In fact, memory
effects are dispersed around the memoryless nonlinearities.
From the concepts of two-block model [16]–[18] in which the
memoryless nonlinearities and memory effects are separately
compensated, the memory effects can be compensated by
cascading an auxiliary block. This separation allows model-
ing, or predistortion, of the PA nonlinearities and memory
effects with substantial order reduction. Note that those mem-
ory effects are commonly formulated similar to [3]–[7]. The
resultant running complexity of the memory part and estimated
matrix are still enlarged, which is comparable with the pruned
Volterra-series DPDs. Here, the feedback topology is applied
as the memory-effect block as shown in Fig. 1. The input
u(t) is a nonlinear memory-included and passed through the
memoryless nonlinear model to form the output y(t) [26],
which can be expressed as,

yRF (t) = G

⎛

⎝xRF (t) +
M∑

j=1

γ j yRF (t − j)

⎞

⎠, (4)

where γ j is the coefficient of j th delay of feedback FIR
filter. This predistorter provides the interaction of nonlineari-
ties and memory effect within the feedback memory block,
minimizing the running complexity and basis construction.
The comparison of different basis construction and their

Fig. 1. The feedback topology PA behavioral modeling [23].

Fig. 2. (a) Block diagram of the proposed DPD based on the feedback
topology with a training algorithm core RLSDCD. (b) The block diagram of
the RLSDCD core. The switches are controlled by MODE in (a) to train the
parameters of the memoryless nonlinearities and feedback FIR filter.

running complexity are summarized in [23]. The basis con-
struction of the proposed predistorter in (4) is 3 + (P − 1)
FLOPs (the number of floating point operations), which is
the same as the memoryless DPD and memory polynomial
DPD. Thus, the running complexity of the feedback-topology
predistorter is similar to the memoryless DPD is (5P + 4) +
(4M + 2). However, the coefficients of G(·) and γ j are difficult
to be estimated and decomposed in the direct form, especially
for the feedback filter coefficients. The proposed feedback
complexity-reduced Volterra-series predistorter (fCRV) pro-
vides the methodology to estimate the feedback coefficients
of the feedback topology.

fCRV consists of a memoryless DPD G−1 (x) with an
auxiliary memory compensation block with the feedback filter.
Fig. 2(a) shows the block diagram of the proposed DPD, where
the output y(n) is fed to train the coefficients of memoryless
DPD di , where i = 1, 3, 5, . . ., and the feedback FIR filter γ j

separately with the input u(n) through the training algorithm
RLSDCD. Thus, two types of coefficients are estimated here:
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Fig. 3. Flow chart of the proposed DPD. It separates the memoryless
nonlinearities and memory effect compensation into two steps.

1) the memoryless DPD; 2) the memory compensation part
with the feedback filter, which is determined by the training
setting switch MODE. The flow chart of the proposed predis-
torter is depicted in Fig. 3. The parameters of the memoryless
predistorter are firstly identified when the auxiliary memory
block is opened in this step. Secondly, the memoryless pre-
distorted data is applied to the linearization test and captured
the linearized data when the coefficients of the feedback filter
are identified. Finally, the memory-included predistorted data
is constructed and applied.

The memoryless predistorter, which is G−1 (x), is first
assumed that it can be estimated accurately through pseudo-
inverse to track the AM/AM and AM/PM characteristics,
which is the inverse of G(x) and expressed as G−1 (x) =
d1x + d3x3 + d5x5 + d7x7 + d9x9 + · · · . Note that it will be
applied to the derivation later.

For further analysis on the auxiliary memory compensation
block, the extraction of feedback filter coefficients is illustrated
by starting from the PA model in (4) with the help of CRV
simplifications. The feedback path (j ≥ 1) can be expressed as,

M∑

j=1

γ j yRF (t − j) = γ j

P∑

p=1

cpx p
RF (t − j)

+ γ j

P∑

p=1

cp

p∑

k=1

⎧
⎨

⎩

(
p
k

)
x p−k

RF (t − j)

[
M∑

m=1

γm yRF (t − j − m)

]k
⎫
⎬

⎭ (5)

Note that the second term of (5) represents the multiple cycles
through the feedback path. The factor γ a

j γ b
m becomes negligi-

ble as considering
∣∣γ j

∣∣ < 1 and the total order a+b > 1. Thus,
yRF (t − j) ∼= G (xRF (t − j)) [7] is assumed. Substituting
(3) into (4), yRF (t) is expressed as,

yRF (t) =
P∑

i=1

ci

⎛

⎝xRF (t) +
M∑

j=1

γ j G (xRF (t − j))

⎞

⎠
p

.

(6)

The binomial expansion of (6) can further be expressed as,

yRF (t)

=
P∑

i=1

i∑

k=0

⎧
⎪⎨

⎪⎩
ci

(
i
k

)
xi−k

RF (t)

⎡

⎣
M∑

j=1

γ j G (xRF (t − j))

⎤

⎦
k
⎫
⎪⎬

⎪⎭
,

(7)

where

(
i
k

)
is the coefficient of binomial expansions of the

p power of x(t) and
M∑

j=1
γ j G (x RF (t − j)). By extracting the

k = 0 and k = 1 terms from (7) and considering the higher
power of γ j are negligible(

∣∣γ j
∣∣ < 1), y(t) is simplified as,

yRF (t)

≈ G (xRF (t)) +
P∑

i=1

ici x
i−1
RF (t)

⎡

⎣
M∑

j=1

γ j

P∑

k=1

ck xk
RF (t − j)

⎤

⎦.

(8)

And, with the replacement of the index of i starting from 0,

yRF (t)

= G (xRF (t)) +
P−1∑

i=0

M∑

j=1

P∑

k=1

(i + 1) ciγ j ck x i
RF (t) xk

RF (t − j).

(9)

In (10), the feedback topology has the same basis construction
with the Volterra series and its related pruned models in (2).
Also, the structure of the feedback topology in (9) shares
the same basis construction with CRV [7], which is the
largest disposal property in the PA behavior modeling [23].
The interaction between the nonlinearities and memory effects
can be achieved in the 2nd term in (9). From the 2nd term
of (8), it can be separated into two summations. The first
part

∑P
i=1 ici x

i−1
RF (t) can be observed as the derivation

of G(x), which is expressed as G′ (x), and the second
part

∑M
j=1 γ j

∑P
k=1 ck xk

RF (t − j) is the nonlinear FIR filter
response of j th delayed G(x), which can be expressed as,

yRF (t)

= G (xRF (t)) + G′ (xRF (t))

⎡

⎣
M∑

j=1

γ j

P∑

k=1

ck xk
RF (t − j)

⎤

⎦.

(10)

To estimate the coefficients of the memory compensation
block, memoryless predistorter G−1 (x) is firstly applied
to (10) to compensate the PA memoryless nonlinearities.
The linearized yD P D1(t) is then captured, which can be
expressed as,

yD P D1(t)

= G
(

G−1 (xRF )
)

+ G′ (G−1 (xRF )
)
⎡

⎣
M∑

j=1

γ j

P∑

k=1

ck

[
G−1 (xRF (t − j))

]k

⎤

⎦.

(11)
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In (11), the derivation of G
(
G−1 (xRF )

)
can be expressed as,

G′ (G−1 (xRF )
)

= 1
[
G−1 (xRF )

]′ . (12)

Furthermore,
M∑

j=1
γ j

P∑
k=1

ck
[
G−1 (xRF (t − j))

]k
of (11) is

simplified to a linear FIR filter response after G−1 (xRF ) is
applied, which is expressed as,
⎡

⎣
M∑

j=1

γ j

P∑

k=1

ck

[
G−1 (xRF (t − j))

]k

⎤

⎦ =
M∑

j=1

γ j xRF (t − j).

(13)

In (13), yD P D1(t) is linearized with the nonlinear FIR filter
response remains, which is expressed as,

yD P D1 (t) = xRF (t) + 1
[
G−1 (x)

]′
M∑

j=1

γ j xRF (t − j). (14)

To further derive the FIR filter coefficients γ j which describe
the nonlinear memory effect, the error term, err(t) =
yD P D1 (t) − x(t), is substituted into (14),

M∑

j=1

γ j xRF (t − j) = (
yD P D1 (t) − xRF (t)

)
(d1 + 3d3x2

RF (t)

+ d1 + 3d3x2
RF (t) + · · · + jd j x

j−1
RF (t)).

(15)

To digitally estimate the coefficients in the FPGA, the feed-
back topology is converted to the baseband model, in which
2xRF (t) = x (n) e jωct + x∗ (n) e− jωct . As the interesting
RF bandwidth of DPD is around ωc, the baseband-equivalent
expression of (14) is then simplified as,

M∑

j=1

γ j x (n − j)

= d1yD P D1(n)

+ 3

8
d3

[
x2 (n) y∗

D P D1
(n) + 2 |x (n)|2 yD P D1 (n)

]

+ · · · p

2p
dp[

(
p − 1

(p − 1)/2

)
|x (n)|p−3 x2 (n) y∗

D P D1
(n)

+
(

p − 1
(p + 1)/2

)
|x (n)|p−1 yD P D1 (n)] − G−1(n). (16)

where (·)∗ denotes the complex conjugate;

(
p − 1

(p − 1) /2

)
and

(
p − 1

(p + 1) /2

)
are the coefficients of binomial expansions

of the (p − 1) power of complex value conversion x(t).
To summarize the involved equations from (10) to (16),
Fig. 2(b) shows the block diagram of the RLSDCD. Consider-
ing that the coefficients of the memoryless model are trained,
uvec = [u(n)u(n)|u(n)|2 . . . u(n)|u(n)|(p−1)/2]T is defined as
the nonlinear input vector. Whereas uvec = [u(n)u(n − 1) . . .
u(n − M)]T is the delayed tapped input, when considering
the linear filter coefficients. MODE is the control signal of
the switches for different coefficients training. Gerr is defined

Fig. 4. The AM/AM curve of memoryless DPD and feedback path block,
which shows that the feedback path gain is much <1. Thus, the stability of
the system is guaranteed under sufficient stability condition.

to represent the right-hand operations in (16). The FIR filter
path is firstly opened to estimate di of G−1 (x) alone with the
feedback signal y(n) and input x(n). After di is estimated,
MODE is switched to activate the memoryless predistorter and
start to estimate γ j with capturing the nonlinear-predistorted
yDPD_1(n) through y(n). To further eliminate the number of
multiplications, a fraction number of Gerr in (16) is altered to
a 2−K , where K = 1, 3, 5, . . ., such that only the shift-bit is
applied to di . The estimated error of the coefficients is ∼1%
in the simulation.

C. Stability of fCRV

With the bounded input-output norms, the stability issue
of a nonlinear system can be determined by the small-gain
theorem [27], [28] and the Nyquist criterion. For the feedback
system as depicted in Fig. 2(a), f(·) and g(·) describe the
forward and feedback gain blocks, respectively. For a suffi-
cient stability condition for finite gain Lyapunov stability of
feedback connection [28], the circle criterion is considered in
order to obtain a sufficient condition for L2 stability [28]. The
input- output inequality of a 2nd-order norm of (8) can be
expressed for finite-energy signals,

‖y‖2 ≤ � {G(x)}
1 − � {G′(x)}

M∑
j=1

�
{
γ j

} ‖x‖2

‖x‖2

where � {·} is the norm gain of the function. Thus, the L2

stability is guaranteed if the inequality

�
{
G′(x)

} M∑

j=1

�
{
γ j

}
< 1 (17)

is accomplished [28]. The simulated AM/AM curve is plotted
in Fig. 4. Thus, the proposed predistorter is stable. From the
practical viewpoint of the modeling/DPD, PA nonlinearities
are mainly provided by the memoryless nonlinearities block
in Fig. 2(a). The FIR feedback path acts as an auxiliary block
that describes the nonlinear memory effect. The feedback gain
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Fig. 5. DPD implementation in the FPGA with total processing
time = 225 μs. A band-pass FIR filter eliminates the out-of-band distortion
of the feedback signal at IF. The feedback signal is time-aligned precisely
to the input u(n) via cross-correlation to reduce the phase shift for the
RLSDCD estimator. After training the coefficients, the parameters are sent
to the predistorter for the output of DPD.

is much smaller than the memoryless nonlinearities gain. The
stability of the system is guaranteed under sufficient stability
condition.

D. Coefficients Estimator

Considering the multi-linear properties of the memory-
less predistorter and the linear FIR filter structure for γ j ,
the LS algorithm can be used for extracting such parameters.
A separated parameter sets Wnl and Wl can be constructed,
containing the coefficients of the memoryless predistorter and
the linear feedback memory, respectively. The matrix form of
the parameters estimation is given by,

� (n) W (n) = z (n) (18)

where � (n) is a N × L correlation matrix of the input,
constructed by the linear and nonlinear approaches. W(n) is
a N × 1 estimated coefficients, and z (n) is the expected
output vector, which is a N × 1 cross-correlation between
tap inputs; N is the number of estimated coefficients and L
is the total length of the capture data. The optimized W(n)
can be estimated directly with an inverse matrix via the LS
algorithm. For the coefficients of the memoryless predistorter
di , �(n) is then constructed by including the product terms
y [n] |y [n]|p−1, for n = 1 to L. The modeling error vector e =
[e [M + 1] , . . . , e[L]]T is defined, where e [n] = y [n]−u[n].
Thus, the LS solution of the parameters estimation of the
separated sets can be extracted with minimizing the cost
function J (ϕ) = eH e, where the expected output vector is z =
[u [n] , . . . , u[n − L]]T , [·]H represents Hermitian transpose
and [·]T represents the transpose operation, which is

Ŵnl =
(
�H�

)−1
�Hz

For the FIR filter γ j , the LS solution is thus represented by,

Ŵl =
(

YH
l Yl

)−1
YH

l z

where Y l is constructed by the delayed tapped vector of
[y[n], . . . , y[n − M]]T. The computational complexity of the
LS algorithm is enlarged with O(N2 L) and matrix division is
included, which is not realistic for training the coefficients
adaptively. To minimize the complexity, the details of the
training core are described next.

III. FPGA IMPLEMENTATION

In the literature, the coefficients of the memory-included
predistorters are mostly estimated offline with an external digi-
tal processor or hosted in the PC since the number of estimated
coefficients is enlarged. The identification core are reduced
dramatically due to the separation of nonlinearities and mem-
ory effect inside fCRV. Fig. 5 depicts the block diagram of
the FPGA realization. Both identification and predistortion are
implemented with limited resources to demonstrate the ability
of an adaptive approach, apt for handling different variations of
PA. In our design, the baseband signal is obtained by perform-
ing an integer down-sampling from IF. The raised cosine FIR
filter, cross-correlation block and adaptive complexity-efficient
coefficients estimator core RLSDCD, are detailed next. Note
that the accuracy is highly related to the used number of bits
at each stage.

A. Estimator With a Line-Searched-Based RLS Algorithm

Static parameter estimation, such as LS, is common to esti-
mate the coefficients of the nonlinear model. Yet, considering
that the coefficients have to be trained adaptively, the matrix
multiplication and division are costly for the FPGA. Thus,
a learning- based algorithm is chosen as an estimator such as
the LMS algorithm [10] or the RLS algorithm [29]. Instead
of using the Kalman filter [29] approach as the RLS algo-
rithm, a division-free line-search-based RLS algorithm [25]
is extended to operate in linear and nonlinear mode coeffi-
cients estimation, which is known as dichotomous-coordinate-
descent RLS (RLSDCD), and can reduce the multipliers,
division and complexity. Fig. 6(a) shows the block diagram of
the entire RLSDCD. The RLSDCD estimation is then given by,

� (n) = λ� (n − 1) + v (n) vH (n)

β (n) = λβ (n − 1) + v (n) e∗ (n)

e (n) = ζ (n) − WH (n − 1) v (n)

� (n) �W (n) = β (n)

W (n) = W (n − 1) + �W (n) (19)

where λ is the forgetting factor 0 < λ ≤ 1, which gives the
exponential weight to the previous samples; ζ (n) is the desired
output of the estimator; β (n) is defined as the residual term
after estimating �W (n) in each cycle. β (n) is recursively
updated z(n) of (19), which is calculated by incorporating the
previous β (n − 1) and the loop error e(n), which is expressed
as β (n) = z (n) − � (n) W (n) and v(n) is the tapped input
of u(n) with linear and nonlinear approaches, which are deter-
mined by the switch MODE in Fig. 2. For estimating coeffi-
cients di , v(n) is constructed by a nonlinear approach, in which
v(n) = [u(n)u(n)|u(n)|2 . . . u(n)|u(n)|(p−1)/2]T, while for
estimating γ j with switching MODE, v(n) is represented as
v(n) = [u(n)u(n − 1) . . . u(n − M)]T. The computational
complexity of (19) is decreased to O(N2) when compared
to LS and traditional RLS. Yet, the size of this approach is
limited by the correlation matrix �(n), which is constructed by
multiplying the vector v(n) with its Hermitian vH(n), in each
cycle, and the matrix division is still involved to extract the
parameters vector W (n). In each time instance n, the RLSDCD
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Fig. 6. Details of the training core RLSDCD. (a) The block diagram of RLSDCD with updating W(n) in (20); (b) The flowchart of the Leading DCD
algorithm; (c) The lower triangular formulation of �(n) in (20), with 16-bit resolution, the marked in red part is required to multiple in each cycle.

abandons the concept of finding W (n) from the direct inverse
in (19). Instead, �W (n) is extracted recursively from � (n)
and β (n) in (19). Note that an inverse matrix is still involved
to estimate �W (n) in (19). With the help of the line-search-
based method, �W (n) is solved iteratively by choosing a
different updating direction of vector β (n) and step size α,
where α is a m-bit resolution factor of �W (n). Fig. 6(b)
illustrates the flowchart of the leading DCD core. In the DCD
algorithm [25], the updating directions are chosen as Euclidean
coordinates with the leading index. This leading index of the
Euclidean coordinates of r(n) is determined by searching the
maximum position k with its amplitude, where k indicates
the considered row in the single loop. The matrix-vector
calculation of r(n) is then descent to a vector-scalar calculation
rk to minimize the hardware usage. Thus, the coefficients of
different nonlinear order can be trained separately during esti-
mating �W (n) with complexity O(N). Note that s represents
the real or imaginary rk and is determined while updating
the direction. The accuracy of W (n) is determined by the
step size α of the inner loop and residual vector r(n). All the
direction of r(n) is recursively adjusted with its corresponding
R(k) to estimate �W (n) until r(n) is sufficiently small, or the
number of iterations reaches the limit number η, where the
resolution of �W (n) and r(n) is 16 and 28 bits, respectively,
and the number of iterations of the leading DCD η = 50
are chosen. The complexity of the leading DCD core is
3N multiplications per sample, which is slightly higher than

Fig. 7. The rate of convergence of LMS, RLS and RLSDCD.

LMS with 2N multiplication. Nevertheless, the training core
still combines the advantage of fast convergence with low
computational complexity. The LMS algorithm provides low
complexity training, with O(N) complexity. Comparatively,
the RLS algorithm provides fast convergence speed with
accurate parameters estimation. Fig. 7 shows the comparison
of rate of convergence through LMS, traditional RLS and
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Fig. 8. Implementation of the distributed arithmetic (DA) FIR filter.

line-searched-based RLS. In the simulation, with the nonlinear
approach included, the convergence rate of the traditional RLS
and the line-searched based RLS is close (∼150 iterations),
while LMS needs 100 times more iterations. Alternatively,
the steady state error of LMS is involved after training,
which decreases the training accuracy. To further minimize
the number of multipliers, Fig. 6(c) depicts the matrix �(n)
to illustrate the implementation. The lower triangular part of
�(n) is only considered due to the matrix symmetry of the
correlation matrix. For estimating di , the nonlinear mode is
approached in RLSDCD. All terms of �(n) are directly related
to |u(n)|2 such that only the 1st term requires the complex
multiplication. Others can be calculated as real multiplication
in the linear memory. In summary, the 1st column and row
marked in red is calculated in each cycle to construct �(n).
For estimating γ j , only the 1st column of �(n) marked in
red is calculated in each cycle since the other columns can
be copied from the time-delayed matrix �(n − 1) in the
previous step. In overall, the identification complexity is O(N)
with no division involved. The parameter estimation time is
∼180 μs under an 80-MHz clock. The running complexity
for the proposed predistorter is (5P + 4) + (4M + 2) FLOPs,
which is only slightly larger than the memoryless model
with (5P + 4) FLOPs. In overall, when compared with the
CRV, which is an indirect learning algorithm (with pseudo-
inverse), the identification complexity is decreased here from
O(N2 L) to O(N), and the running complexity is relaxed from
5P + 2 P M + 4(P2 + 1)M FLOPs to (5P + 4) + (4M + 2)
FLOPs.

B. Signal Processing Before the Estimator

A 21-tap lowpass raised cosine FIR filter is designed to
limit the out-of-band distortion of the feedback path for the
OFDM signal with an 80-MHz signal bandwidth. In general,
the raised cosine filter is designed for the baseband to avoid the
inter-symbol interference (ISI) after filtering. As the receiver is
down-converted to IF in the measurement, a frequency-shifted
raised cosine filter from baseband to IF is thus involved to
filter the signal at IF. Yet, precise coefficients and calculations
are indeed required to minimize the ISI. The conventional FIR
filter consists of multiplication and addition units. High res-
olution multiply-and-accumulate (MAC) blocks are required
to compute the inner-product of input and filter coefficients

TABLE I

THE LUT-CORRESPONDING 4-TAP FIR FILTER

vector under low throughput of implementation. A distributed
arithmetic (DA) FIR filter [31] is developed to conserve the
MAC blocks by a bit-serial rearrangement through a series of
LUTs and adders. The DA FIR filter output yFIR(n) can be
expressed as,

yF I R(n) = −2B xB (n) h (n) +
B−1∑

b=0

2b
Q−1∑

q=1

h (q) xb (q), (20)

where B is the number of bits of x(n); h(n) is the filter
coefficients; xb(n) is the b-bit resolution of x(n). In (20),
the inner product of x(n) and h(n) of the conversional FIR
filtering is considered as a distributed b-bit input of x(n)
corresponding to its filter coefficients h(n). The FIR filter
output is thus transformed from a direct inner product to a
combination sum of bitwise input with its h(n). Under this
property, the results of the inner product are stored in the
LUT by pre-calculating all the sum of h(n) according to
its address, which is the binary value of xb(n). The size of
the LUT originally requires 2Q entries under Q-tap. With
an add-on bit-shifter and adder, it can be decomposed into a
sub-LUT by considering 4-tap input bits to minimize the use of
registers [30]. Fig. 8 details the implementation of the DA FIR
filter, where its coefficients are decomposed into Q/4 phase
(Q1 ∼ Q5 in this work) to build the sub-LUT. Table I
exhibits the corresponding LUT output of Q1. The total size of
the LUT requires (Q/4) × 24 memory elements. Considering
the symmetry of the designed FIR filter, the rightmost bits
of the shift registers of x(q) and x(Q − 1 − q) are added,
which become the address of the LUT. All the corresponding
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outputs of LUTs through Q1 to Q5 are added. The shift-bit
input register is shifted into the LUT in every clock cycle.
The output yFIR(n) is generated by accumulated B consecutive
time from the LUT. The sign control is used to change the
addition to subtraction for the sign bits included in (20).
Thus, the DA FIR filter is implemented with (Q/4), 16-word
sub-LUT, (Q/4) shifted-add and a pipelined shift- adder. Note
that the number of clock cycle used of the DA FIR filter is
related to the bit resolution of x(n).

Then the filtered output yFIR(n) enters into the cross-
correlation block (xcorr) in Fig. 5, which estimates and adjusts
the loop delay between the feedback filtered signal yFIR(n)
and its original input u(n). The loop delay adjustment can
easily be completed as it is related to the address of the
FIFO. The concept of estimation the loop delay is based on
the maximum amplitude of the cross-correlation between the
two signals. To minimize the hardware, an alternative method
consists of the simplification of the convolution process by
matching the trend (shape) of the envelope of u(n) and
yFIR(n − τ ). Multipliers are replaced by an XOR gate under
1-bit multiplication. A bit counter counts the number of 1’s
from the pipelined XOR gates to calculate the cross correla-
tion. The loop delay τ is finally determined by the peak value
from the register array. The implementation of (21) is detailed
in [19] with utilizing the absolute value of a complex number
by the “alpha max plus beta min” algorithm [32]. The choices
of α and β are based on the tradeoff between acceptable accu-
racy and complexity. Here, α = 1 and β = 0.25 are chosen in
this work by adding a bitwise shifter and 2 multiplexers. In the
literature, the digital IF is down-converted to the baseband
with a digital down-converter (DDC). However, two precise
delay lock loops (DLLs) are entailed to achieve a minimum
phase shift. In fact, DLLs are a limited resource inside the
low-cost FPGA. It is generally provided to tune the phase
difference between the system and ADC clocks. In our design,
the baseband signal is obtained by down-sampling Ndown to
match the sampling frequency of u(n). The concept is based
on sub-sampling, which can be thought as mixing the IF signal
with the sampling frequency and its harmonics. Thus, the IF
signal can be down-mixed to DC without any distortions.
The considered ratio between the sampling frequency and the
bandwidth of the baseband signal should be integer in order to
fold correctly. Thus, the 24-bit DDC is ignored in the design.
Table II lists the summary table of the FPGA as considering
all mentioned parameters in Section III with a 12-bit feedback
ADC; P = 11 and M = 5. The processing time of the FIR filter,
cross-correlation and the down-sampling is ∼90 μs under a
160-MHz clock rate. Thus, yD(n) and u(n) are inputted to the
RLSDCD estimator for further training in Fig. 5.

IV. DISCUSSION AND MEASUREMENT RESULTS

The running complexity and estimated order of a pre-
distorter allow a fair comparison between different DPDs.
Table III benchmarks this work with the existing pruned
Volterra-series DPDs. The running complexity is to count
the number of multiplications and additions on each input
signal, such that it must operate at a high rate to preserve the
same throughput. In other words, it must be kept as simple

TABLE II

FPGA UTILIZATION SUMMARY

TABLE III

THE COMPLEXITY AND ESTIMATED ORDER OF DIFFERENT DPDs

as possible. The running complexity of the proposed fCRV
compares favorably with other pruned Volterra-series based
DPDs. For the estimated order, fCRV is the same as the
memoryless DPD; both are much simpler than the pruned
Volterra-series DPDs. Thus, both the predistortion and the
online identification of the proposed DPD is hardware-efficient
in the FPGA.

A. Measurement Setup

Fig. 9 shows the measurement setup. An Agilent E4438C
vector signal generator (VSG) is employed to generate an RF
modulated signal from the digital baseband. Two commer-
cial PA device-under-tests (DUTs), MAX2242 from Maxim
Integrated and ZHL1724 from MiniCircuits, are chosen.
An RF-to-digital receiver board, Texas Instrument (TI)
TSW1266, is utilized with a sample frequency of 614.4-MSPS,
a 12-bit resolution ADC to capture the DUT’s input
and output for further signal processing in the FPGA.
A 10-MHz trigger signal is synchronized with the VSG in
order to minimize the frequency offset. We employ a 20-dB
attenuator (RADIALL R413820000) to lower the power of the
PA output to meet the ADC’s requirement with an accept-
able 8-dB increment of noise floor. The output spectrum
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Fig. 9. Measurement setup for the proposed DPD.

can be observed from the spectrum analyzer Agilent PXA
N9030A or the graphical user Interface (GUI) of the data
capturing board, TI TSW1400. In the digital part, TSW1400 is
chosen as a data capturing and sending center, which consists
of Altera’s FPGA EP4SGX70HF35C3, on-board DDR2 RAM,
a Serial Peripheral Interface Bus (SPI) and the high speed
mezzanine card (HSMC) bus. All the digitalized IF signal,
which is centered at 153.2MHz in IF, from ADC passes
through the HSMC bus to TSW1400 and is stored inside
the on-board RAM. Furthermore, the legacy FIFO is used
for reading the ADC’s digitalized data as the RAM operates
at ∼1.2 GHz. The data can be sent to GUI through the SPI
interface or written to the FIFO for processing. Band- passed,
cross-correlated and down-sampled outputs are inputted to
the estimator and predistorter for parameters estimation and
predistortion. The predistorted data is extracted as a CSV file
through SPI interface and sent to the VSG.

The test data is a 20-MHz 64-QAM OFDM signal with
an 8.53-dB PAPR, 52 active subcarriers out of 64, 312.5-kHz
subcarrier spacing and 4x oversampling. This test signal is
modulated by a 2.44-GHz carrier, and measured as having a
native EVM of 1.2% and ACLR of (−50.8 dBc, −50.7 dBc).
Another test data is the carrier aggregation of two 5-MHz
64QAM OFDM signals, with 8.53- and 8.91-dB PAPR,
52 active subcarriers out of 64, 312.5-kHz subcarrier spacing
and 8x oversampling. The separation between the two OFDM
signals is 20 MHz. For the evaluation metrics, the EVM shows
the symbol accuracy, and the ACLR concerns of the spectral
clearness.

B. DPD on Maxim 2242 PA

This DUT operates between 2.4 to 2.5 GHz, with a power
gain of 28.5 dB and an output power of +22.5 dBm. The
output power is relatively small when comparing with the PAs
used in the base-station. Considering that the input power of
the DUT is burst to relatively a small back-off power, severe
nonlinearities and memory effect are generated. Fig. 10 plots
the measured ACLR and the EVM performance, with and
without proposed DPD, under different average output power.
The ACLR improves from −28.4 to −46.1 dBc. The EVM
improves from 10.1% to 3.2%. At an average output power
>12 dBm, the DUT operates inside the saturation region with

Fig. 10. Measured (a) ACLR and (b) EVM versus average output power,
with (black) and without (grey) DPD.

TABLE IV

PERFORMANCE COMPARISON USING THE MAX2242 PA

severe nonlinearities and memory effects. Thus, two power
levels, which are the output power at 9 and 7.5-dB relative
back-off from the saturation power, are chosen for further
discussion.

These two scenarios correspond to medium and severe RF
nonlinearites and memory effects, with the 1st ACLRs for the
lower and upper band (−33.7, −34.9) dBc at Pin = −12 dBm,
and (−27.1, −28.5) dBc at Pin = −10 dBm, respectively.
Table IV gives the performance comparison between the
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Fig. 11. Measured (a) AM/AM and (b) AM/PM characteristics of the
Max2242 PA at a 9-dB backoff from the saturation power with (black) and
without (blue) DPD.

Fig. 12. Measured spectra plots at a 9-dB backoff from the saturation power.

memoryless DPD, GMP, DDR, CRV and the fCRV. The
configurations of each pruning DPDs are determined and
simulated by searching different P and M using the Qhull
algorithm [Qhull 2012, Available: http://www.qhull.org]. Note
that the coefficients of GMP, DDR and CRV can only be
estimated offline with matrix inversion, while the coefficients
of fCRV are estimated with the inverse matrix and adaptive
RLSDCD. With a 9-dB relative back-off from the saturation
power (Case I), P = 9 is chosen for both methods while
M = 2 is found by sweeping from M = 1 to 4 for GMP (with
sweeping G from 0 to 2), DDR, CRV and fCRV. Fig. 11 plots
the measured AM/AM and AM/PM characteristics with and
without our DPD. The nonlinearities of the PA can be
compensated by the memoryless DPD. However, moderate
memory effects cause asymmetric ACLR as shown in Fig. 12.
Under the same parameters estimation with indirect learning
algorithm, the identification complexity is dominated by the
pseudo-inverse operation of the matrix, which is of O(N2 L).
Assuming that the number of samples L for the identification
is fixed, the matrix size of memoryless DPD and fCRV
(N = 5) is much less than that of CRV (N = 87). Further,
with identification using RLSDCD, the complexity is of O(N)
such that fCRV is complexity-efficient. The ACLR of fCRV
improves from <−40.1 to <−50.8 dBc. The EVM improves

Fig. 13. Measured constellation diagram of without and with DPD at 9-dB
back-off from saturation power.

Fig. 14. Measured (a) AM/AM and (b) AM/PM characteristics of the
Max2242 PA at a 7.5-dB backoff from the saturation power with (black)
and without (blue) DPD.

from 5.5% to 1.9% (Fig. 13). The running complexity of the
fCRV is slightly larger than that of a memoryless DPD when
considering the feedback FIR filter involved. For the severe
nonlinearities with memory effects with a 7.5-dB relative back-
off from the saturation power (Case II), the DUT will be
swept inside the saturation region. Fig. 14 plots the measured
AM/AM and AM/PM characteristics, the severe nonlinearities
and memory effect can still be suppressed effectively with
the proposed DPD under P = 9 and M = 3 for CRV
and fCRV. Fig. 15 illustrates the output spectrum of the
different DPDs. The interaction between the nonlinearities and
memory effect cannot be compensated by the memoryless
DPD as its structure only compensates the nonlinearities alone.
Comparatively, with M changes from 2 to 3, DDR and GMP
have the similar performance with CRV (ACLR of −46.6 dBc
and ∼3.1% of EVM). From the complexity point of view,
the dispersal properties of the CRV show the ability of the
diagonal dispersal compensation. The proposed DPD exhibits
a performance closely to the CRV while using RLSDCD. The
EVM improves from 10.1% to 3.2% (Fig. 16). The EVM
performance starts to degrade as the signal swings inside the
saturated region.

C. DPD on Minicircuit ZHL1724 PA

This DUT operates between 1.7 to 2.4 GHz, with a power
gain of 36 dB and an output power of +26 dBm at the
1-dB compression point. The unflat gain response leads to
asymmetrical memory effect within the signal bandwidth
(20 MHz). The measured ACLR and EVM performances,
with and without the proposed DPD, under different average
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Fig. 15. Measured spectra plots at a 7.5-dB backoff from the saturation
power.

Fig. 16. Measured constellation diagram (a) without and (b) with DPD at a
7.5-dB back-off from saturation power.

Fig. 17. Measured (a) ACLR and (b) EVM, versus average output power,
with (black) and without (grey) DPD of MiniCircuits ZHL1724 PA.

output power are summarized as plotted in Fig. 17. The ACLR
improves from −28.4 to −44.2 dBc, and the EVM improves
from 10.1% to 3.2% with P = 9 and M = 3 chosen for both
fCRV and CRV. The EVMs degrade slightly after a high PAPR
input signal is swept inside the saturation region. In Table V,
the same back-off input power (−15 dBm) is operated at
the DUT, three different PAPR input signals varying from
8.5 to 9.5 dB are applied to the DUT. The corresponding
average output power is ∼20 dBm. The ACLR and EVM
performance without DPD varies dramatically in this region.
The ACLR and EVM performances can be maintained by
switching different input signals after applying the DPD.

TABLE V

PERFORMANCE COMPARISON USING THE ZHL1724 PA

Fig. 18. Measured spectra plots at an 18.5-dBm output power of two-channel
carrier aggregation.

For carrier aggregation of 2 signals with 18.5 and 19.0-dBm
output power, the measured output power is less than
that of the single carrier signal as the PAPR goes up
from 8.63 to 9.81 dB. Comparing with the single-carrier
signal, the cross- intermodulation terms between the two
carriers are generated as the nonlinear distortion exists.
Fig. 18 and Fig. 19 plot the output spectrums, when applying
the proposed DPD. At the 18.5-dBm output power (Fig. 18),
all the DPDs perform similarly to eliminate the in-band
distortion and the cross- intermodulation terms with the ACLR
improves from (−38.4, −37.6) to (−41.0, −41.3) dBc, with
P = 9 and M = 1 are chosen after sweeping the parameters.
In the 19-dBm output power (Fig. 19), the ACLR of fCRV
improves from (−35.8, −36.0) to (−45.3, −45.2) dBc with
P = 11 and M = 2. Comparatively, the memoryless DPD
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Fig. 19. Measured spectra plots at a 19.0-dBm output power of two-channel
carrier aggregation.

only can suppress the nonlinearities of the PA distortion, with
ACLR improving to (−42.5, −43.9). The interaction between
the cross-intermodulation and memory effects cannot be elim-
inated. The ACLR of CRV improves to (−43.5, −43.4) dBc
with P = 11 and M = 2 are chosen after sweeping. The
performance degradation of CRV is based on the inaccuracy
of the LS estimation due to the enlarged estimated matrix with
N = 128. In overall, the performance of fCRV is comparable
to CRV with a complex-efficiency estimated matrix.

V. CONCLUSION

A feedback polynomial topology for DPD linearization of
PAs has been introduced. The nonlinearities and memory
effects are constructed separately to minimize the size of the
estimated matrix. The division-free and complexity-efficient
RLSDCD core have been accomplished to estimate both the
coefficients of nonlinear and linear approaches adaptively,
with a relaxed computational complexity of O(N). As a
result, both identification and predistortion procedures are
implementation- friendly and have the potential to estimate the
coefficients adaptively in the FPGA. The measured ACLR and
EVM performances of the proposed DPD have been validated
with single-carrier and carrier-aggregation OFDM signals.
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